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Highlights

Trends in IT

� Information technology (IT) continues to develop and dif-
fuse at a rapid rate. Exponential quality improvements and
cost reductions in microprocessors, storage, and networking
are enabling new applications and the expanded use of IT.

� The number of Internet hosts and servers continues to
expand domestically and internationally. In January
2001, more than 100 million computers were connected
to the Internet.

� The United States continues to be a leader in Internet
access and use. Internet use throughout the world is
strongly dependent on telecommunication access charges.

� Mobile phones are expected to be a major means of
accessing the Internet in many countries. The United
States lags behind many other countries in mobile phone
penetration. In June 1999, there were 28 mobile phones
per 100 inhabitants in the United States compared with
more than 60 per 100 inhabitants in Finland and Norway
and 27 per 100 inhabitants in all Organisation for Eco-
nomic Co-operation and Development (OECD) countries.

Societal Implications of IT

� Businesses have invested heavily in IT. Industry spend-
ing on IT equipment and software rose from less than $200
billion in 1993 to more than $600 billion in 2000.

� Electronic commerce is having a major impact in tradi-
tional businesses. Approximately 90 percent of electronic com-
merce (e-commerce) transactions are business to business rather
than business to consumer. E-commerce is especially impor-
tant in manufacturing, which has a history of pre-Internet e-
commerce. E-commerce shipments accounted for 12 percent
of the total value of manufacturing shipments, or $485 billion.

� Retail e-commerce sales are still relatively modest. The
Census Bureau estimates 2000 retail e-commerce sales to
be $27.3 billion.

� Increasingly strong evidence suggests that IT is con-
tributing to productivity and economic growth in the
overall economy. Productivity growth is especially evi-
dent in IT-producing sectors of the economy, but evidence
of positive effects in IT-using sectors exists as well.

� The Internet access gap between the richest and poorest
areas of the world is large and, by some measures, still
growing. In 1997, Internet host penetration rates in North
America were 267 times greater than rates in Africa; by
October 2000, the gap had grown to a multiple of 540.
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� In the United States, Internet access is increasing for
virtually all demographic groups. The share of house-
holds with Internet access increased from 26.2 percent in
December 1998 to 41.5 percent in August 2000.

� Internet access remains greatest among people with the
most income and education and is more common among
Asian Americans and whites than blacks and Hispan-
ics. The share of black and Hispanic households with
Internet access was about 18 percent lower than the na-
tional average. The growth rate in Internet access, how-
ever, was highest among these groups.

� People with disabilities are only half as likely to have
access to the Internet as people without disabilities. IT
may greatly aid people with disabilities by making work
from home more viable and by providing aids to people
with visual and hearing impairments.

� Government is making increasing use of the Internet to
provide constituent information and services and to con-
duct procurement and payment transactions. Internet use
is increasing at all levels of government. Interagency
websites make it possible for government to organize ser-
vices around segments of the population. State and local
governments use the Web for a variety of services, such as
issuing licenses, filing taxes, and applying for jobs.

Implications of IT for Science
and Engineering

� Modeling and simulation are becoming increasingly
powerful complements to theory and experimentation
in many areas of science and engineering. The fastest
supercomputers now run at more than 10 trillion opera-
tions per second. Modeling and simulation are increas-
ingly used in a wide range of applications, including
climate modeling, engineering design, and genomics.

� Large, shared scientific databases have become key re-
sources in many areas of science and social science. Ex-
amples include gene and protein databanks, collections of
satellite sensing data, and social science databases.

� Electronic versions of journals, preprint servers, and
other electronic resources are changing how research-
ers receive and disseminate technical information. Re-
search libraries are faced with competing demands for
electronic and paper journals. Academic journals are fac-
ing challenges to their business models.
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� IT supports increased and larger scale research and
development collaborations. Many multi-institution
projects now use advanced collaborative tools, Internet
videoconferencing, remote access to scientific instruments,
and shared databases.

� IT has contributed to a market environment charac-
terized by rapid innovation. In most industries, compa-
nies know they must constantly innovate if they are to
succeed in a market influenced by continuing improve-
ments in IT.

� IT affects the organization of innovation, within and
among organizations. IT can speed the flow of technical
information within firms. It can also support innovation-
related activities that are increasingly performed outside
large firms by large and small companies that collaborate
with each other and with academic institutions and gov-
ernment agencies.

� Innovation in IT is accelerating and is different in some
respects from innovation in other areas of technology.
IT patents’ share of all U.S. patents increased from 9 per-
cent in 1980 to 25 percent in 1999. IT patents cite other
technology patents more extensively than scientific papers.

� IT certificate courses are changing the way IT workers
are trained. Companies and associations have created
more than 300 new certifications since 1989. Approxi-
mately 1.6 million individuals had earned about 2.4 mil-
lion IT certificates by early 2000; half were earned by
students outside the United States.

� Use of IT in both traditional university courses and dis-
tance education continues to expand. Many questions
remain about the extent to which IT will change higher
education.
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Introduction
Information technology (IT) is a manifestation of public

and private investment in science and engineering (S&E) that
is enabling broad and significant changes in society. Many
observers (Drucker 1999; Alberts and Papp 1997; Castells
1996; Freeman, Soete, and Efendioglu 1995; Kranzberg 1989)
compare the rapid development and expansion of IT to the
industrial revolution in terms of its potential scope and im-
pact on society. Few other modern advances in technology
have had the capacity to affect so fundamentally the way
people work, live, learn, and govern themselves. As with the
industrial revolution, both the time and direction of many of
the changes are difficult to predict.

The relationship between IT and S&E has two aspects. In
addition to being a product of S&E, IT is enabling changes in
S&E. IT has become an important part of the overall U.S.
investment in research and development (R&D) and affects
how R&D is conducted in all disciplines. For example, scien-
tists and engineers make extensive use of computer modeling
and simulation and large shared databases; advances in net-
working facilitate global collaboration in research and prod-
uct development; and IT producers employ scientists and
engineers, implement the results of academic research, and
conduct significant amounts of applied R&D. IT also influ-
ences the pipeline for S&E through its effects on the demand
for people with technical skills and through its use in educa-
tion at all levels.

This chapter addresses IT as a leading example of the ef-
fects of investment in S&E on society and focuses on IT as a
major force underlying changes in the S&E enterprise.

A complete discussion of the impact of IT on society and
the economy is beyond the scope of this chapter because IT
has become integrated into nearly all aspects of society, from
entertainment to national security. Moreover, in recent years,
other government publications (Council of Economic Advis-
ers 2001; U.S. Department of Commerce (DOC) 2000a,b)
have begun to cover important aspects of the digital economy.
References and notes in this chapter direct the reader to some
of these other more detailed sources.

The chapter begins with a description of trends in IT and then
discusses some major implications of IT, including effects on
the economy and the general public. Finally, it discusses the ef-
fects of IT on elements of the S&E system, including R&D,
innovation processes, higher education, and the IT workforce.

Trends in IT
IT, as defined in this chapter, reflects the combination of

three key technologies: digital computing, data storage, and
the ability to transmit digital signals through telecommuni-
cations networks. Rapid changes in semiconductor technol-
ogy, information storage, and networking, combined with
advances in software, have enabled new applications, cost
reductions, and the widespread diffusion of IT.  The  expand-
ing  array of applications makes IT more useful and further
fuels the expansion of IT.

Semiconductor Technology
Enormous improvements in the performance of integrated

circuits and cost reductions brought about by rapid miniatur-
ization have driven much of the advances in IT. See sidebar,
“Moore’s Law.”

A related trend is the migration of computing into other
devices and equipment. This is not a new trend—automobiles
have been major users of microprocessors since the late 1970s—
but as semiconductor chips become more powerful and less
expensive, they are becoming increasingly ubiquitous. Also,
new capabilities are being added to chips. These include
microelectromechanical systems (MEMs), such as sensors and
actuators, and digital signal processors that enable cost reduc-
tions and extend IT into new types of devices.1 Examples of
MEM devices include ink-jet printer cartridges, hard disk drive
heads, accelerometers that deploy car airbags, and chemical
and environmental sensors (Gulliksen 2000). Trends toward
improvements in microelectronics and MEMs are expected to
continue. See sidebar, “Nanoscale Electronics.”

Information Storage

Disk drives and other forms of information storage reflect
similar improvements in cost and performance. (See figure
 8-2.) As a consequence, the amount of information in digital
form has expanded greatly. Estimates of the amount of origi-
nal information (excluding copies and reproductions) suggest
that information on disk drives now constitutes the majority of
information (Lyman and Varian 2000). (See appendix table 8-
2.) Increasingly, much of this information is available on-line.

Computers, reflecting the improvements in their compo-
nents, have shown similar dramatic improvements in perfor-
mance. Due to improvements in semiconductors, storage, and
other components, price declines in computers (adjusted for
quality) have actually accelerated since 1995. (See figure 8-3.)

Networking
The third trend is the growth of networks. Computers are

increasingly connected in networks, including local area net-
works and wide area networks. Many early commercial com-
puter networks, such as those used by automated teller
machines and airline reservation systems, used proprietary
systems that required specialized software or hardware (or
both). Increasingly, organizations are using open-standard,
Internet-based systems for networks.2 As people have been

1Related terms are microstructure technologies or microsystem technolo-
gies (MSTs). To some, MSTs include all chips that have noncomputing func-
tions (such as sensors or actuators), whereas MEMs are the subset of MSTs
that have moving parts (Gulliksen 2000).

2The Internet, as defined by the Federal Networking Council, refers to the
global information system that “(i) is logically linked together by a globally
unique address space based on the Internet Protocol (IP) or its subsequent
extensions/follow-ons; (ii) is able to support communications using the Trans-
mission Control Protocol/Internet Protocol (TCP/IP) suite or its subsequent
extensions/follow-ons and/or other IP-compatible protocols; and (iii) pro-
vides, uses, or makes accessible—either publicly or privately—high level
services layered on the communications and related infrastructure described
herein” (Kahn and Cerf 1999).
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The number of transistors on a chip has doubled
approximately every 12 to 18 months for the past 30
years—a trend known as Moore’s Law. (See figure 8-1
and appendix table 8-1.) This trend is named for Gor-
don Moore of Intel, who first observed it. Performance
has increased along with the number of transistors per
chip, while the cost of chips has remained generally
stable. These factors have driven enormous improve-
ments in the performance/cost ratio.

Moore’s Law has become the basis for planning in
the semiconductor industry. The International Technol-
ogy Roadmap for Semiconductors (2000), a plan for
semiconductor development prepared collaboratively
by semiconductor industries around the world, is geared
toward continuing improvements at approximately the
rate predicted by Moore’s Law.

Kurzweil (2001) suggests that this trend is not lim-
ited to semiconductors in the last few decades but that
calculations per second per dollar have been increas-
ing exponentially since electromechanical calculators
were introduced in the early 1900s.

Moore’s Law

Figure 8-1.
Moore’s Law: 1971–2005

Science & Engineering Indicators – 2002

NOTES: The line on the graph represents the trend that defines
Moore's Law. The data points reflect actual (1971–2001) and
projected (2003–2005) data.

See appendix table 8-1. 
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Cost per gigabyte of stored information: 1988–2002
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NOTES: 2001 and 2002 data are projected.

SOURCE: P. Lyman and H. R. Varian. 2000. “How Much Information?”
Available at <http://www.sims.berkeley.edu/how-much-info/>. 
Accessed July 2, 2001.  
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Computer price declines
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SOURCE: U.S. Department of Commerce, Bureau of Economic
Analysis, National Accounts Data.
Available at <http://www.bea.doc.gov/bea/dn1.htm>.
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able to interconnect and share information with each other,
the value of IT has increased. See sidebar, “Metcalfe’s Law.”

The growth in networking has been enabled by rapid ad-
vances in optical networking.  In 1990, a single optical fiber
could transmit about 1 billion bits per second; by 2000, a
single fiber could transmit nearly 1 trillion bits per second
(Optoelectronics Industry Development Association 2001).

The growth in networking is best illustrated by the rapid
growth of the Internet. Worldwide, there were nearly 100 mil-
lion Internet hosts—computers connected to the Internet—in
July 2000, up from about 30 million at the beginning of 1998.
(See figure 8-4.) Networking is evolving in several ways: more
people and devices are becoming connected to the network,
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As miniaturization proceeds, it may lead to the emer-
gence of nanoscale devices (devices with structural fea-
tures in the range of 1 to 100 nanometers). The
International Technology Roadmap for Semiconduc-
tors (2000) projects semiconductor manufacturing to
approximately 2010, at which time semiconductors are
expected to have 0.1-micron (100-nanometer) struc-
tures. Beyond this, the principles, fabrication methods,
and ways of integrating devices into systems are gen-
erally unknown. Potential applications of nanoscale
electronics 10–15 years in the future include (National
Science and Technology Council 2000):

� microprocessor devices that continue the trend toward
lower energy use and cost per gate, thereby improv-
ing the efficacy of computers by a factor of millions;

� communications systems with higher transmission
frequencies and more efficient use of the optical
spectrum to provide at least 10 times more band-
width, with consequences for business, education,
entertainment, and defense;

� small mass storage devices with capacities at multi-
terabit levels, 1,000 times better than today; and

� integrated nanosensor systems capable of collect-
ing, processing, and communicating massive
amounts of data with minimal size, weight, and
power consumption.

Such advances would continue to expand the cost
effectiveness and utility of IT in new applications.

Nanoscale Electronics

Hosts (millions)

Figure 8-4.
Internet domain survey host count worldwide
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SOURCE: Internet Software Consortium (<http://www.isc.org>). 
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the speed and capacity of connections are increasing, and more
people are obtaining wireless connections. See sidebar, “Wire-
less Networking.”

Applications of IT
A fourth trend is the ever-increasing array of applications

that make IT more useful. Computers were originally used
primarily for data processing. As they became more powerful
and convenient, applications expanded. Word processing,
spreadsheets, and database programs were among the early
minicomputer and PC applications. Over the past two decades,
innovations in software have enabled applications to  expand
to include educational software, desktop publishing, computer-
aided design and manufacturing, games, modeling and simu-
lation, networking and communications software, electronic
mail, the World Wide Web, digital imaging and photography,
audio and video applications, electronic commerce applica-
tions, groupware, file sharing, search engines, and many oth-
ers. The growth and diversity of applications greatly increase
the utility of IT, leading to its further expansion.

In the 1960s, computers were used primarily in the R&D
community and in the offices of large companies and agen-
cies. Over the past few decades, the expansion of applica-
tions has contributed to the rapid diffusion of IT to affect
nearly everyone, not just the relatively few people in com-
puter-intensive jobs. IT has become common in schools, li-
braries, homes, offices, and businesses. For example, corner
grocery stores use IT for a variety of electronic transactions
such as debit and credit payments, and automobile repair shops
use IT to diagnose problems and search for parts from dealers.
New IT applications are still developing rapidly; for example,
instant messaging and peer-to-peer communication systems
such as Napster are examples that have become popular in the
past 2 years. See sidebar, “Peer-to-Peer Applications.”

Societal Implications
In contrast to the steady and rapid advances in semicon-

ductor technology, information storage, networking, and ap-
plications, the interaction of IT with various elements of
society is more complex. Although IT performance in many
cases improves exponentially, the utility to users in many cases
improves more slowly (Chandra et al. 2000). For example, a
doubling of computer processing speeds may bring only small
improvements in the most widely used applications, such as
word processing or spreadsheets. Furthermore, although it is
common to talk about the “impact” or “effect” of IT or the
Internet—implying a one-way influence—the interaction of
IT with society is multidirectional and multidimensional. Over
the past two decades, many studies have explored how orga-
nizations use IT. Cumulatively, these studies have found that
a simple model of IT leading to social and organizational ef-
fects does not hold (Kling 2000). Instead, IT is developed
and used in a social context in which organizations and indi-
viduals shape the technology and the way it is used. The imple-
mentation of IT is an ongoing social process that involves
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Metcalfe’s Law states that the value of a network
grows in proportion to the square of the number of
users (Metcalfe 1996; and Downes, Mui, and
Negroponte 1998). Just as the value of a telephone to
a user depends on the number of other people who
also have a telephone, the value of being on a com-
puter network depends on how many other people are
also on the network. As a network grows, its value to
each individual user increases, and the total value of
the network increases much faster than the number of
users. This is also referred to as “network effects.”

Technologies other than telecommunications also
exhibit network effects. The value of owning a cer-
tain type of word processing software, for example,
depends on how many other people use the same (or
at least compatible) software to share files. A more
widely used technology also becomes more valuable
because more people are trained to use or service it.
The more valuable a technology becomes, the more
new users it will attract, increasing both its utility and
the speed of its adoption by still more users.

Metcalfe’s Law explains why the adoption of a tech-
nology often increases rapidly once a critical mass of
users is reached and the technology becomes increas-
ingly valuable. Because many technology developers are
now aware of this phenomenon, initially they often
heavily subsidize technologies that exhibit network po-
tential to attain a critical mass of users. The Internet has
been the most dramatic demonstration of Metcalfe’s Law.
Many Internet-related services also exhibit network ef-
fects, and many companies have heavily discounted their
services in hopes of later being able to capitalize on the
value of the network they have created.

The presence of network effects has implications
for antitrust law. It implies that markets with strong
network effects may tend toward monopoly, as the
dominant technology becomes more valuable and the
less widely used technology becomes less valuable
(even if it is technically superior). It also may become
more difficult for new entrants to become established
if they need to compete with an established network.

Metcalfe’s Law

changes in people’s roles and in organizational procedures.
Incentives and trust are important factors in the success of IT
implementation. The following sections examine the effects
of IT on the economy and the general public.

Economic Implications
Over the past two decades, there has been considerable

debate over the extent to which IT is transforming the economy.
Businesses have invested heavily in IT in anticipation of large
productivity increases and economic transformations. Only

recently, however, have economists found evidence of sector-
or economywide IT-related productivity increases, and the
question of whether the productivity gains are distributed
across the economy or concentrated in the IT sector is still
under debate (U.S. DOC 2000a; Council of Economic Advis-
ers 2001).

Although topics such as the expansion of e-commerce and
the stock market valuation of Internet companies have received
much recent attention, these are only surface manifestations
of the role of IT in the economy. This role is both broad and
deep and involves changing the composition of the economy,
changing productivity (primarily in traditional businesses),
and changing both the nature of work and the needs of the
workforce. This section outlines these changes.3

IT Applications in Business
Businesses have invested heavily in IT. The purchase of IT

equipment continues to be the largest category of industry spend-
ing for all types of capital equipment (including industrial, trans-
portation, and others). In current dollars, industry spending on
IT equipment and software rose from less than $200 billion in
1993 to more than $600 billion in 2000. (See figure 8-7.)

Businesses use IT in many different ways. Some IT appli-
cations automate a variety of basic business activities, from
production control systems in manufacturing to word pro-
cessing and financial calculations in office work. Other ap-
plications involve databases and information retrieval that
support management, customer service, logistics, product
design, marketing, and competitive analysis. Through IT, com-
panies can combine computing and communications to fa-
cilitate ordering and product tracking. IT functions often are
implemented as mechanizations of older, manual processes;
ideally, however, they involve fundamental redesign of pro-
cesses. The use of IT by business began with and in many
instances continues to rely on mainframe computers, mini-
computers, and microcomputers, as well as telephone net-
works including the public switched network and leased-line
private networks.4

More recently, the business community has begun to
broaden integration of IT-based systems and, through them,
integration of enterprises. The spread of Internet technology
and the proliferation of portable computing and communica-
tions devices have accelerated trends that began in the past
two decades and now are viewed as “electronic commerce”
or e-commerce. Companies now use the World Wide Web to
communicate with the general public and also use similar but
more secure intranets and extranets to communicate with
employees, suppliers, and distribution partners.

3A major U.S. Government source of information on IT and the economy
is the Digital Economy, a series of reports published by the U.S. DOC’s Eco-
nomics and Statistics Administration. The 2001 edition of the Economic Re-
port of the President (Council of Economic Advisers 2001) also focuses
extensively on the role of IT in the economy.

4Businesses now also rely on virtual private networks, which use the open,
distributed infrastructure of the Internet to transmit data between corporate
sites, with encryption and other security measures to protect the data against
eavesdropping and tampering by unauthorized parties.
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At present, most people in the United States connect
to the Internet through wires. Much of the growth in
Internet connections, however, is expected to be through
wireless connections. Currently, more people around the
world have mobile phones than Internet access. Figure
8-5 shows the growth in mobile phone subscribers in
Organisation for Economic Co-operation and Develop-
ment (OECD) countries; figure 8-6 shows mobile phone
penetration in individual OECD countries.

Wireless Networking

Over the next few years, most mobile phones will obtain
Internet access (Wong and Jesty 2001). By 2005, the pen-
etration level of mobile devices (including phones) with data
capabilities is expected to approach mobile phone user pen-
etration levels in the United States, Western Europe, and Ja-
pan. It is expected that, by then, all mobile terminals will be
data enabled and subscribers will be able to access data and
Internet services via mobile phones. As a result, it is likely
that in many areas of the world where there are more mobile
phone users than personal computer users, more people will
have access to the Internet through mobile phones than
through computers. International Data Corporation estimates
that the number of wireless Internet subscribers in the United
States, Western Europe, Asia/Pacific, and Japan will increase
from 5 million in 1999 to more than 329 million by 2003
(Wrolstad 2001). Mobile Internet usage is growing particu-
larly fast in Japan, primarily because of the popularity of the
relatively low-cost NTT DoCoMo “I-mode” phones, which
are being widely used for e-mail and games.

Because of the relatively small screen size, limited
memory, and weak data entry capabilities of mobile phones,
Internet access through mobile phones is qualitatively dif-
ferent from access through computers. Efforts are under way
to determine what applications will work effectively over
mobile phones. Successful mobile applications are likely to
differ from typical computer-based applications. In addition
to limited e-mail and Web browsing capabilities, mobile
phones may also offer various location-based services, such
as information on restaurants, shops, and services in the vi-
cinity of the phone’s current location.

Subscribers (millions)

Figure 8-5.
Mobile phone subscriber growth in OECD 
countries: 1990–99

Science & Engineering Indicators – 2002

OECD = Organisation for Economic Co-operation and Development

See appendix table 8-3.
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See appendix table 8-3.
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than other sectors because manufacturing firms (especially
large ones) have been using private data networks for busi-
ness-to-business transactions for many years.

Private estimates of business-to-business e-commerce in
2000 and 2004 are shown in text table 8-1. The private esti-
mates vary in part because each firm uses somewhat differ-
ent definitions. Despite the slowdown in the economy in 2001,
many analysts still forecast continued growth for business-
to-business e-commerce (Thompson 2001).

Business-to-business e-commerce enables businesses to
offer their customers additional services and the means to
improve communication. By improving communication, busi-
ness-to-business e-commerce makes it possible for businesses
to outsource more easily and to streamline and augment sup-
ply chain processes. It also allows businesses to eliminate

A new class of applications known as peer-to-peer
(P2P) services have become widely used. These appli-
cations take advantage of computing resources, such as
storage, processing cycles, and content, available at the
“edge” of the Internet, and include computers that are
only temporarily connected to the Internet (Shirky 2000).
In its early days, the Internet primarily connected com-
puters at research institutions, and these computers shared
resources on a fairly equal basis. Since the advent of the
World Wide Web, the Internet has evolved into a client-
server architecture, in which client computers connect
to the Web primarily to download information. Many
client computers are not permanently connected to the
Web, do not have permanent Internet Protocol (IP) ad-
dresses, and thus are not available for other computers
to access. P2P services provide a way for these comput-
ers to be available to others on the Internet.

The most widely known of the P2P services is
Napster. Founded in 1999 by Shawn Fanning, then an
18-year-old college freshman, Napster enables users
to find and access music files that are available on other
users’ computers. By March 2001, the Napster service
had grown to the point where it was accessed by more
than 4 million individual users each day (defined by
unique IP addresses) and consistently had up to 500,000
concurrently active users (Napster 2001). Because
Napster made it possible for people to share and copy
copyrighted information, it has also raised some sub-
stantial intellectual property concerns. As a result of
litigation, Napster has been required to remove copy-
righted material from its network.

Many other less visible and less controversial P2P
applications have been developed, including applications
that let people access computer-based information across
companies or government agencies, and applications that
use idle computers to carry out complex scientific cal-
culations (Ante, Borrus, and Hof 2001).

Peer-to-Peer Applications

Growth of e-Commerce
The growth of e-commerce has changed the focus of the

discussion of IT’s role in the economy. Previously, the focus
had been on how IT applications within companies could
improve internal operations. With the growth of e-commerce,
the focus has shifted to how businesses are using IT to com-
municate with customers and suppliers and develop new dis-
tribution chains and new methods of marketing and selling.

Definitions of e-commerce vary. The U.S. Census Bureau
(Mesenbourg 2001) defines e-commerce as the value of goods
and services sold on-line, with “on-line” including the use of the
Internet, intranets, extranets, and proprietary networks that run
systems such as electronic data interchange (EDI). Other defini-
tions include only transactions that use open (generally Internet-
based) systems rather than proprietary electronic systems.

E-commerce includes both business-to-business transac-
tions and business-to-consumer transactions. The following
sections summarize developments in these two areas.

Business-to-Business e-Commerce. Although business-to-
consumer e-commerce has attracted more public attention, elec-
tronic transactions between businesses are  much larger in volume.
Because business-to-business e-commerce is built on the his-
tory of pre-Internet electronic transactions, many companies have
substantial relevant expertise already in place. As a result, busi-
ness-to-business e-commerce has expanded rapidly.

The U.S. Census Bureau (2001b) has produced estimates
of 1999 e-commerce activity for several sectors of the
economy. In manufacturing, e-commerce shipments accounted
for 12.0 percent of the total value of shipments or $485 bil-
lion. For merchant wholesalers, e-commerce sales represented
5.3 percent of total sales or $134 billion. The Census Bureau
estimates that approximately 90 percent of e-commerce trans-
actions are business to business rather than business to con-
sumer. The U.S. Census Bureau (2001b) also suggests that
the manufacturing sector has a higher rate of e-commerce

Billions of constant (1996) dollars

Figure 8-7.
Industry spending on capital equipment
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SOURCE: Bureau of Economic Analysis. Available at 
http://www.bea.doc.gov/bea/dn/nipaweb/
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5These sales are not captured in the Census Bureau figures, which only
include sales from e-marketplaces that take title to the goods they sell. Gener-
ally, most e-marketplaces arrange for the purchase or sale of goods owned by
others and do not take title to the goods they sell (U.S. Census Bureau 2001c).

some intermediary organizations between customers and sup-
pliers but has also has given rise to new classes of business
intermediaries, such as on-line auctions.

These new intermediaries can provide new places for buy-
ers and sellers to meet, allow a variety of pricing schemes to
flourish, alter the roles of traditional intermediaries, facili-
tate complex transactions, and shift the balance of power
among market participants by making vast amounts of infor-
mation available at very low costs (U.S. DOC 2000a). These
on-line marketplaces enable buyers to solicit bids from a
broader range of suppliers and allow suppliers to develop re-
lationships with more buyers. In many cases, however, it is
not yet clear how well these new intermediaries will work, in
part because they do not replace certain functions such as the
establishment of personal relationships based on trust found
in traditional forms of business interaction.

The on-line marketplaces under development in the auto-
motive industry exemplify this emerging form of business-
to-business e-commerce. In February 2000, General Motors
Corporation, Ford Motor Company, and Daimler Chrysler
launched the e-business exchange Covisint in an attempt to
consolidate their $600 billion in purchasing power, gain effi-
ciencies, and lower costs (U.S. DOC 2000a). The Federal Trade
Commission investigated the exchange because of antitrust
concerns, and growth has been slower than expected (Welch
2001). The automobile industry has launched other exchanges
similar to Covisint. In other examples, Sears, Roebuck and
Company is joining with Carrefour SA, a Paris-based retailer,
to create GlobalNetXchange, an on-line marketplace for the
retail industry, and Boeing, Lockheed Martin, BAE Systems,
and Raytheon Company plan to develop an Internet trading
exchange for the global aerospace and defense industry (U.S.
DOC 2000a).

Business-to-Consumer e-Commerce. Business-to-con-
sumer (or retail) e-commerce has spawned many new busi-
nesses that have no physical stores but can deliver a wide
variety of goods on request. In response, many traditional
retail stores have launched their own e-commerce strategies.

Retail e-commerce sales are still modest. The U.S. Census
Bureau (2001a) reported 2000 retail e-commerce sales to be

$27.3 billion. In 1999, (the latest year for which detailed in-
formation is available) 76 percent of e-commerce sales were
in North American Industry Classification System (NAICS)
code 454110—Electronic Shopping and Mail-Order Houses.
Text table 8-2 shows NAICS 454110 sales data by merchan-
dise category. The two leading categories, computer hardware
and books and magazines, account for approximately 50 per-
cent of the NAICS 454110 total e-commerce sales.

The Census Bureau quarterly estimates of retail e-com-
merce sales are shown in figure 8-8. These estimates encom-
pass sales of goods and services over the Internet, extranets,
EDI networks, and other on-line systems. In these transac-
tions, payment may or may not be made on-line. The figures
include only retail firms and do not include on-line travel
services, financial brokers and dealers, or ticket sales agen-
cies, all of which are not classified as retail.

One mode of retail e-commerce that has expanded rapidly
is the on-line auction, which puts buyers and sellers directly
in touch with each other to negotiate a price. As of April 2001,
eBay (one of the first and largest on-line auction enterprises)
offered more than 5 million items for sale. During 2000, the
value of goods traded on the eBay site was more than $5 bil-
lion (eBay 2001).5 Hundreds of other on-line auction enter-
prises have been established, and many early e-commerce
retailers such as Amazon.com and Dell Computer have added
auctions as additional features of their websites.

IT Effects on Productivity and Economic Growth
As the IT sector has grown faster than the economy as a

whole, its share of the economy has increased. (See figure
8-9.) IT also is commonly credited as being a key factor in the
economy’s structural shift from manufacturing to services. The
widespread diffusion of IT is largely responsible for the growth
in existing services (such as banking) and the creation of new
service industries (such as software engineering) (Computer
Science and Telecommunications Board (CSTB) 1994a; Link

Text table 8-1.
U.S. business-to-business e-commerce estimates and forecasts: 2000 and 2004
(Billions of dollars)

Firm Study date 2000 2004

Boston Consulting Group .......................................................................... September 2000 1,200 4,800
Forrester Research .................................................................................... February 2000 406 2,696
Gartner Group ............................................................................................ March 2001 255 3,600
Giga Information ........................................................................................ December 2000 957 3,804
International Data Corporation (IDC) ......................................................... April 2001 117 1,000
Jupiter Research ........................................................................................ September  2000 336 4,592
Yankee Group ............................................................................................ April 2000 740 2,780

NOTE: Each firm listed defines business-to-business e-commerce differently.

SOURCE: The Industry Standard. Available at <http://www.thestandard.com/article/image/popup/0,1942,15847-15845-15846-15848,00.html>.
Accessed August 19, 2001.
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and Scott 1998). In addition to its role in changing the struc-
ture of the economy, IT affects productivity and economic
growth overall, as discussed in the following sections.

The Productivity Paradox: Recent Studies. For a long
time, little evidence showed that IT had improved productivity
in the aggregate. Solow (1987) noted that “we see computers
everywhere but in the productivity statistics,” an observation

that became referred to as the “productivity paradox.” Many
econometric analyses failed to find any sector- or economywide
productivity benefits for IT (for reviews of this literature, see
Brynjolfsson and Yang 1996 and CSTB 1994a).

Text table 8-2.
Electronic shopping and mail-order house total (NAICS 454110) and e-commerce sales by merchandise line:
1999

E-commerce
percentage of total

Merchandise Items Total E-commerce sales E-commerce Total

Total sales ........................................................................ 93,149 11,733 12.6 100.0 100.0
  Books and magazines .................................................... 3,611 1,631 45.2 13.9 3.9
  Clothing and clothing accessories
      (including footwear) ..................................................... 12,363 757 6.1 6.5 13.3
  Computer hardware ........................................................ 25,098 4,336 17.3 37.0 26.9
  Computer software ......................................................... 2,484 760 30.6 6.5 2.7
  Drugs, health aids, and beauty aids ............................... 10,362 258 2.5 2.2 11.1
  Electronics and appliances ............................................. 2,258 399 17.7 3.4 2.4
  Food, beer, and wine ...................................................... 1,540 230 14.9 2.0 1.7
  Furniture and home furnishings ...................................... 5,494 240 4.4 2.0 5.9
  Music and videos ............................................................ 4,490 809 18.0 6.9 4.8
  Office equipment and supplies ....................................... 7,502 600 8.0 5.1 8.1
  Toys, hobby goods, and games ...................................... 2,052 391 19.1 3.3 2.2
  Other merchandisea ........................................................ 14,723 966 6.6 8.2 15.8
  Nonmerchandise receiptsb .............................................. 1,173 356 30.3 3.0 1.3
aMerchandise such as jewelry, sporting goods, collectibles, souvenirs, auto parts and accessories, hardware, and lawn and garden supplies.
bFor example, auction commissions, shipping and handling, customer support, and online advertising.

NOTES: Details may not add to totals because of rounding.  Data are grouped according to merchandise categories used in the Annual Retail Trade
Survey.  North American Industrial Classification System (NAICS) 454110, “Electronic shopping and mail-order houses” comprises businesses primarily
engaged in retailing all types of merchandise through catalogs, television, and the Internet.  Data are preliminary and subject to revision.

SOURCE: U.S. Bureau of the Census. 1999 Annual Retail Trade Survey.                                                                   Science & Engineering Indicators – 2002

Sales
(millions of dollars) Percent distribution

Figure 8-8.
Estimated quarterly U.S. retail e-commerce sales:
4th quarter 1999–2nd quarter 2001
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Figure 8-9.
Economy share of IT-producing industries
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SOURCE: U.S. Department of Commerce, Economics and Statistics
Administration, 2000. Digital Economy 2000. Washington, DC.
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The Internet can potentially lead to cost reductions
and productivity improvements in the automobile in-
dustry in a variety of ways (Fine and Raff 2001). Po-
tential savings can occur in:

� product development (improved ease of making en-
gineering changes, reduced cost of making
changes, lower direct cost of communication and
coordination, faster product development cycle
speed);

� procurement and supply (reduced transaction costs
in purchasing, more bulk buying and shipping,
more price competition among suppliers, improved
logistics and reduced “rush” orders as a result of
better information);

� manufacturing system (improved design for ease
of manufacture, faster setups, smaller lot sizes,
reduced inventory, higher capacity utilization, more
outsourcing); and

� vehicle order-to-delivery management (reduced or-
der-to-delivery cycle times, lower inventory levels
in pipeline, better matching of supply to demand,
less discounting of undesired stock, lower sales
commissions, fewer dealers and lower total over-
head, fewer distribution centers, and lower ship-
ping costs).

The estimated combined potential for cost reduc-
tions in these areas is equivalent to 13 percent of the
cost of automobiles. Achieving these savings, however,
would require changes in the manufacturing system and
supply chain that would be difficult to bring about, and
actual cost saving may be much lower. Nevertheless,
because the automobile industry is large, achieving only
part of these savings could result in measurable pro-
ductivity changes in the overall economy.

The Internet and Productivity
 in the Automobile Industry

Several explanations have been put forward for the produc-
tivity paradox. One explanation involves measurement diffi-
culties. Much of the expected effect of IT would occur in the
service industries, where productivity is always difficult to
measure. IT may lead to improvements in services that do not
readily show up as productivity improvements. Another possi-
bility is that productivity has not increased in the aggregate
because it takes time and investment in training for organiza-
tions to learn to use IT effectively. Using IT is expensive not
only in terms of initial costs but also in terms of the cost to
maintain and upgrade systems, train people, and make the or-
ganizational changes required for a company to benefit from
IT. Such costs may greatly exceed the original investment in IT
equipment. Although some companies have successfully made
these investments and have greatly benefited, many have not.
Another possible explanation is that until the 1990s, business
investment in IT was small enough that one would not expect
to see a large productivity increase in the overall economy.

In the past few years, however, several studies that have
used a variety of approaches have concluded that IT is having
a positive effect on productivity (U.S. DOC 2000a; Council
of Economic Advisers 2001). Economists who were skepti-
cal about the impact of computers on U.S. productivity have
begun to credit IT for increases in the growth rates of output
and productivity since 1995. Several studies found that the
acceleration in productivity growth during the mid-1990s was
attributable largely to increased computer use (capital deep-
ening) among IT users and also to technical advances and
innovations by IT producers (U.S. DOC 2000a).

Sector-level studies also suggest that IT investments con-
tribute to productivity growth. U.S. DOC (2000a) found that
IT-intensive goods-producing industries have achieved higher
productivity gains than their non-IT-intensive counterparts but
that the effect of IT on service industry productivity will re-
main clouded until better output measures are developed.

Recent firm-level analyses also have shown that IT con-
tributes substantially to productivity growth. Brynjolfsson and
Hitt (2000, 1998, 1996, 1995) have explored the relationship
between computers and productivity growth at the firm level
and have found positive correlations between IT and produc-
tivity. They also have found that investments in organizational
change greatly increase IT’s contribution to productivity.
Brynjolfsson and Hitt (1998) conclude that although com-
puterization does not automatically increase productivity, it
is an essential component of a broader system of organiza-
tional change that does.

Inflation and Overall Economic Growth. IT appears to
be having positive effects on inflation and growth. These ef-
fects derive primarily from price and growth trends in the IT
sector rather than from IT applications in other sectors. U.S.
DOC (1999a, 2000a) found that declining prices in IT-pro-
ducing industries have helped to reduce inflation in the
economy as a whole. Declining IT costs may also have helped
other industries to control their costs. DOC also found that
IT-producing industries have contributed substantially to over-
all economic growth, accounting for more than one-third of
the growth in real output between 1995 and 1999.

Outlook for Continued Productivity Growth. Litan and
Rivlin (2001) estimated how much the Internet might con-
tribute to productivity increases in the future. In their study,
experts in particular sectors of the economy examined how
the Internet was being used in leading firms or institutions in
these sectors; what the impact on cost, prices, and productiv-
ity appeared to be; and how rapidly the Internet’s impact might
spread to other parts of the sector. See sidebars, “The Internet
and Productivity in the Automobile Industry” and “The
Internet and Productivity in the Personal Computer Indus-
try.” Based on these sector analyses, Litan and Rivlin con-
cluded that the Internet has the potential to add as much as
0.2–0.4 percent a year to productivity. The improvements re-
sult from the application of networked computing via the
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The personal computer (PC) industry has been closely
linked to development of the Internet. The availability of
inexpensive PCs has fueled expansion of the Internet, and
the Internet, in turn, has driven much of the demand for
PCs. It is not surprising that the PC industry has been an
early adopter of the Internet as a business tool.

Cutthroat pricing, rapid technological change, global
supply and distribution chains, and changing consumer
tastes have characterized the PC industry. The modular-
ity of PCs and the availability of components on the open
market have led to intense competition at many levels in
the industry. No single business and distribution model
has dominated the industry, which includes large global
players such as Compaq, Hewlett-Packard, and IBM that
sell through traditional distribution channels, direct-or-
der marketers such as Dell, and many small companies.

As a strategy for meeting the intense price competi-
tion in the PC industry, some manufacturers began to use
foreign sources for components and even for finished PCs.
However, this tended to lead to having more components
tied up in the supply and distribution chain for a longer
time. Constant improvements in the cost and performance
of semiconductors and disk drives (see figures 8-1 and
8-2) have led to continued and even accelerating improve-
ments in the cost and performance of computers (see fig-
ure 8-3). The effect of the price declines of PCs has meant
that components and computers depreciate very quickly.
In this environment, improving efficiency throughout the
supply chain—from component producer to consumer—
is extremely important.

The direct-order process whereby customers order
computers directly from the manufacturer has great ad-
vantages in this respect. Dell, for example, builds its PCs
only after they are sold to the consumer, thereby greatly
reducing the inventory and risks associated with price
reductions and changing consumer tastes. Making the
supply chain more efficient became more important as
technical change and price reductions accelerated. By
1996–97, the traditional assembly-to-distribution chan-

The Internet and Productivity in the Personal Computer Industry*

nel marketing system was at a competitive disadvantage
to the direct-order marketing model.

The Internet reinforced the competitiveness of direct
marketers and increased difficulties for traditional assem-
blers. It allowed direct marketers to provide better sup-
port than was possible through traditional catalog and
telephone service. Companies first put technical support
information on-line, then let customers configure and price
PCs on-line, and finally made it possible for customers to
conduct entire transactions on-line. For direct marketers,
replacing telephone operators (who were simply conduits
for entering orders into a computer) with an Internet-based
interface did not represent a great change in technical and
business strategy and allowed Internet-based sales to grow
quickly.

At Dell, for example, Internet-based sales grew from
$1 million per day in December 1996 to $40 million per
day by February 2000, equal to 50 percent of total sales.
Dell also achieved substantial savings through Internet-
based sales transactions. For example, the company esti-
mated that it saved more than $21 million through avoided
order status calls in 1999. The Internet also permitted Dell
to increase service to its corporate customers and improve
communication with its largest suppliers, allowing them
to use the Internet to find out Dell’s requirements for in-
coming materials, receive statistics from the company’s
manufacturing lines, and gather data on the reliability of
components supplied.

Traditional computer makers have attempted to emulate
aspects of the Internet-based direct-order marketing model.
Most have either been slower to implement the model or un-
able to implement it fully because the model puts them in
direct competition with their traditional distribution chains.

Several new startup companies have formed to sell PCs
from their websites or to refer customers to assemblers or dis-
tributors. Many of the startups, however, have experienced dif-
ficulty making a profit, in part because established PC
companies were quick to implement Web-based sales and other
activities. The startups have added an additional marketing
channel but have not transformed the PC industry. The main
effect of the Internet on the industry appears to have been the
strengthening of the direct-order marketing business model.

*The source for material in this section, unless otherwise noted, is
Kenney and Curry (2000).

Internet and intranets to business activities carried out in com-
panies devoted to such “old economy” activities as manufac-
turing, transportation, financial services, and conventional
retailing. Major cost savings resulting from Internet use in
the government and health sectors also are likely to contrib-
ute to overall productivity growth.

IT Effects on Income and Work
IT both creates and eliminates jobs. As jobs are created or

eliminated, labor markets adjust in complex ways. Wages go

up in areas (occupations or locales) in which the demand for
skills exceeds the supply and go down in areas in which there
are more jobs than workers. Over time, the effects of IT are
likely to appear not in unemployment figures but in the wages
of different occupations.

As noted by Katz (2000) in a review of the literature on
computerization and wages, many studies have found that
education-based wage differentials have increased in the past
two decades, coinciding with the computerization of the work-
place. The increases in both the wages and relative supply of
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educated workers are consistent with the idea that IT allows
skilled workers to perform more functions and produce things
that previously were in the domain of less skilled workers.
This diminishes the “terms of trade” of less skilled workers,
thereby reducing their relative income (Johnson and Stafford
1998; Gomery 1994).

Katz (2000) notes that within industries, relative increases
in employment and wages during the 1980s and 1990s were
greater for workers with more education, an indication of la-
bor market shifts favoring workers with more skills. He also
found that skill-related and organizational changes that have
accompanied the computer revolution appear to have con-
tributed to faster growth (starting in the 1970s) in the de-
mand for skilled labor. However, factors other than
technological change, including a slowdown in the increase
of college-educated people entering the labor force, a trend
toward globalization (especially outsourcing of low-skilled
work to other countries), and a weakening of labor unions,
may also contribute to rising wage differentials.

Many people have feared that automation will reduce de-
mands on workers’ conceptual talents and facility with ma-
chinery, equipment, and tools. On the other hand, IT can be
expected to increase the demand for “knowledge workers”
(those who manipulate and analyze information) relative to the
demand for workers who do not process information as part of
their jobs or those who simply enter and collate data. Case stud-
ies of specific industries, occupations, and IT show that IT can
in some cases increase and in other cases reduce the level of
skill required in particular jobs. (For reviews of such studies,
see Attewell and Rule 1994, Cyert and Mowery 1987.) On bal-
ance, however, several studies (Autor, Katz, and Krueger 1997;
Castells 1996; Berman, Bound, and Griliches 1994; Howell
and Wolff 1993) using different data sets and methodologies
suggest that no overall deterioration of skills is occurring in
the workforce and that upgrading of skills may be widespread.

IT and the Citizenry
IT is part of the fabric of daily life, supporting activities at

home, work, and school. This section addresses how IT affects
citizens and society. It focuses on three areas: participation in
the digital economy, IT applications in the home, and the influ-
ence of IT on government’s interaction with its citizenry.

Participation in the Digital Economy
The past few years have seen widespread concern that digi-

tal technologies may be exacerbating existing differences in
demographic groups’ access to information and, consequently,
their ability to participate fully in the information society.
The term “digital divide” has been widely used to character-
ize demographic gaps in effective use of IT. This section be-
gins with a brief summary of Internet access indicators
worldwide. It also examines recent data on access to and use
of IT (primarily the Internet) by different demographic groups
in the United States, including comparisons by income, edu-
cation, and race/ethnicity. Finally, it looks at Internet access
among people with disabilities, reasons people do not use the
Internet, and new modes of accessing the Internet.

Global Internet Access. Text table 8-3 shows the growth
in Internet hosts in different areas of the world. Although rapid
growth continues in much of the world, the international digital
divide is still significant, and Africa appears to be falling far-
ther behind. In October 1997, Internet host penetration in
North America was 267 times that in Africa; by October 2000,
the gap had grown to a multiple of 540.

A wide variation in Internet hosts per 1,000 inhabitants
also exists among OECD countries. As shown in figure 8-10
and appendix table 8-4, the United States and Scandinavian
countries lead, while such large economies as Germany, Ja-
pan, and France are significantly below the OECD average.

A major factor affecting Internet use across countries is tele-
communications access charges. As shown in figure 8-11, a

Figure 8-10.
Internet hosts, per 1,000 inhabitants in the OECD countries: October 2000 
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strong correlation exists between the price of Internet access
and the number of Internet hosts per 1,000 inhabitants.

Because secure Web servers (those that use encryption and
third-party certification) are needed for electronic transac-
tions in both commerce and government, their number and
locations are key indicators of the use of networks for busi-
ness purposes. Figure 8-12 shows the number of secure Web
servers per 1 million inhabitants in OECD countries as of
July 2000. The United States currently leads by this measure,
but servers suitable for e-commerce are dispersing around
the globe. As of July 2000, more than 96,000 secure servers

were operating in OECD countries—more than four times as
many as in July 1998.

Indicators of Participation in the Digital Economy. In
the 1980s, households that had PCs were on the cutting edge
of IT use; since the mid-1990s, however, access to the Internet
has become the primary indicator of a household’s IT use.
Because the Internet opens information resources to people
in ways that unconnected PCs do not, this section empha-
sizes Internet access more than computer ownership.

In the future, many people may achieve Internet access
through interactive televisions, personal digital assistants, and

Text table 8-3.
Internet hosts, per 1,000 inhabitants: trends by world region

Region October 1997 October 1998 October 1999 October 2000

North America ................................................................. 46.28 69.74 116.41 168.68
Oceania ........................................................................... 26.81 34.76 43.84 59.16
Europe ............................................................................. 6.13 9.45 13.41 20.22
Central and South America ............................................. 0.48 0.91 1.67 2.53
Asia ................................................................................. 0.53 0.87 1.28 1.96
Africa ............................................................................... 0.17 0.21 0.28 0.31

SOURCE: Organisation for Economic Co-operation and Development (OECD). 2001. Understanding the Digital Divide. Paris. Available at <http://
www.oecd.org/dsti/sti/prod/Digital_divide.pdf>.

Science & Engineering Indicators – 2002

Internet hosts

Average price for 20 hours of Internet access, 1995–2000 (U.S. $PPP)

Figure 8-11.
Internet access prices and Internet host penetration per 1,000 inhabitants: October 2000

NOTES: Data on hosts for Luxembourg are from mid-1999. Internet access costs include value-added taxes.

     Science & Engineering Indicators – 2002SOURCE: OECD (www.oecd.org/dsti/sti/it/cm) and Telcordia Technologies (http://www.netsizer.com)
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wireless telephones. However, these technologies may pro-
vide considerably less access to information resources than
is possible through a computer. Internet access alone ulti-
mately may not be the key measure of ability to participate in
the digital economy. It may be necessary to examine the quality
of Internet access and how that access is used.

Physical access to technology is not enough to ensure par-
ticipation in the digital economy (Wilson 2000). People need
the kind of educational background that will prepare them to
use the technology effectively to find and access informa-
tion. They also need to be able to process and evaluate the
information they find. In addition, the information content
must be of use to them; for example, if the Internet offers
little content in a person’s language, then Internet access of-
fers little benefit to that person.

Research on Home IT Diffusion. The research literature
on technological diffusion shows that individuals who are
affluent, better educated, and employed in higher status oc-
cupations (compared with society as a whole) tend to be early
adopters of new technologies. This pattern holds true for all
kinds of household products, technologies, and innovations,
including PCs and Internet access. Research conducted in the
1980s and 1990s on home IT diffusion found that income
and other socioeconomic factors such as education were strong
predictors of early PC use (McQuarrie 1989; Dutton, Rogers,
and Jun 1987; Riccobono 1986; Dickerson and Gentry 1983).
Hoffman and Novak (1998) found complex relationships be-
tween home IT access (as measured by ownership of PCs)
and race, income, and education. They found gaps in com-
puter ownership that could not be accounted for by differ-
ences in income or education. When they controlled for

education, they found statistically significant differences in
computer ownership between blacks and whites.

Computer and Internet Access: Recent Data From the
Census Bureau’s Current Population Survey. Recent data
on computer and Internet access, collected by the Census
Bureau in a supplement to its August 2000 Current Popula-
tion Survey (CPS) (U.S. DOC 2000b), are consistent with the
research literature. Because CPS is a very large survey (48,000
interviewed) and puts a heavy emphasis on quality, it pro-
vides a very reliable measure of computer and Internet ac-
cess. The survey gathers information on both entire households
and individuals within households.6 Data from similar previ-
ous surveys (most recently, December 1998) can be used to
identify trends in computer and Internet access.

� Overall Trends. CPS data show that as of August 2000, more
than half of all households (51.0 percent) had computers, up
from 42.1 percent in December 1998. (See figure 8-13 and
appendix table 8-5.) The share of households with Internet
access increased from 26.2 percent in December 1998 to 41.5
percent in August 2000. As of August 2000, 116.5 million
Americans were on-line at some location, 31.9 million more
than were on-line only 20 months earlier. (See appendix table
8-6.) The share of individuals 3 years or older using the Internet
rose by one-third, from 32.7 percent in December 1998 to
44.4 percent in August 2000. (See appendix table 8-7.)

Although Internet access varies by income, education, race/
ethnicity, age, and location, access has been increasing across
all of these groups.

Figure 8-12.
Secure Web servers per 100,000 inhabitants in OECD countries: July 2000

Science & Engineering Indicators – 2002

SOURCE: Organisation for Economic Co-operation and Development. Communications Outlook – 2001. Paris. 2001.   
Based on data from Netcraft. <http://www.netcraft.com>. 
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6 The August 2000 survey gathered information on a total of 121,745 indi-
viduals, including children.
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� Race/Ethnicity. As shown in figures 8-16 and 8-17, blacks
and Hispanics continue to lag significantly behind whites
and Asians/Pacific Islanders in both computer ownership
and Internet access. In August 2000, the share of black
households that owned computers was 18 percentage points
below the national average (32.6 percent for black house-
holds compared with 51.0 percent for all households na-
tionally). Similarly, the share of Hispanic households with
a computer (33.7 percent) was 17 percentage points below
the national average. The share of black and Hispanic house-
holds with Internet access was also approximately 18 per-

Percentage of households

Figure 8-13.
U.S. households with a computer and with
Internet access   

Science & Engineering Indicators – 2002See appendix table 8-5.
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Figure 8-14.
U.S. households with Internet access, by
income: 1998 and 2000
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U.S. households with Internet access by 
educational attainment of householder: 
1998 and 2000
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� Income. Figure 8-14 shows the number of households with
Internet access, by income level, as of December 1998 and
August 2000. It remains highest among households with the
highest income, but people at every income level are increas-
ing Internet access at home. More than two-thirds of all house-
holds that earn more than $50,000 have Internet connections.

� Education. Similarly, although people with the highest level
of education are most likely to have Internet access, access is
also expanding across every education level. (See figure 8-15.)

Percentage of households

Figure 8-16.
U.S. households with a computer, by race/ethnicity: 
1998 and 2000      

Science & Engineering Indicators – 2002See appendix table 8-5.
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centage points below the national average in August 2000
(23.5 percent for black households and 23.6 percent for His-
panic households, compared with 41.5 percent for all house-
holds nationally). U.S. DOC (2000b) found that differences
in income and education account for only about half the dif-
ference in Internet access among racial/ethnic groups.

Although Internet access is relatively low among black and
Hispanic households, growth in access among these house-
holds is high. Access more than doubled for black households
between December 1998 and August 2000 (from 11.2 per-
cent to 23.5 percent) and also increased significantly for His-

Figure 8-18
Internet use rates, by age: 1998 and 2000    
(Internet use, any location)     

Science & Engineering Indicators – 2002

SOURCE: U.S. Department of Commerce 2000. Falling Through the Net: Toward Digital Inclusion, A Report on Americans’ Access to Technology 
Tools. Washington, DC.  
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panic households (from 12.6 percent to 23.6 percent). The
growth rate in Internet access is higher in black and Hispanic
households than in other groups.

� Sex. The disparity in Internet access between men and
women has largely disappeared. In December 1998, 34.2
percent of men and 31.4 percent of women had home ac-
cess to the Internet. By August 2000, 44.6 percent of men
and 44.2 percent of women had home access.

� Age. There were great differences in Internet use among
age groups in both December 1998 and August 2000, as
shown in figure 8-18. In August 2000, more than 60 per-
cent of teenagers and more than 50 percent of people ages
20–50 used the Internet. Individuals ages 50 and older were
among the least likely to use the Internet; however, this
age group had the greatest growth in use (compared with
December 1998) of all age groups.

� Location. Internet access among households in rural ar-
eas was similar to access among households nationwide.
In rural areas, 38.9 percent of households had Internet ac-
cess in August 2000 compared with the nationwide rate of
41.5 percent.

Internet Access Among People With Disabilities. As
shown in figure 8-19, people with disabilities are only half as
likely to have access to the Internet as those without disabili-
ties: 21.6 percent compared with 42.1 percent, respectively.
Close to 60 percent of people with disabilities have never
used a PC compared with less than 25 percent of people with-
out disabilities. Among people with disabilities, those who
have impaired vision and walking problems have lower rates
of Internet access than people with other types of disabilities
and are less likely to use a computer regularly than people

Percentage of households

Figure 8-17.
U.S. households with Internet access, by
race/ethnicity: 1998 and 2000      

Science & Engineering Indicators – 2002See appendix table 8-6.
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with hearing difficulties. This difference holds true for all
age groups.

Lack of Internet access among people with disabilities is
of special concern, because IT has the potential to improve
the lives of these people. IT can make working from home
more viable for people with limited mobility, turn written
material into spoken language for visually impaired people,
and turn speech into text for hearing-impaired people. IT does
not automatically provide benefits to the disabled, however.
Unless technologies are designed carefully, they can create
new barriers. For example, websites frequently convey infor-
mation in a visual form that is inaccessible to people who are
visually impaired.  Section 508 of the American with Dis-
abilities Act requires that Federal agencies’ electronic and
information technology is accessible to people with disabili-
ties, including employees and members of the public.  This
has made millions of Federal webpages more accessible.

The majority of individuals with disabilities are not em-
ployed (67.8 percent). Statistical analysis reveals a correlation
between the employment status of people with disabilities and
their home Internet access and regular use of PCs. The similar-
ity in Internet access and computer use between people with
and without disabilities is much greater among employed people
than among nonemployed people. For example, among em-
ployed people, the rate of Internet access for people with dis-
abilities is 78.3 percent of the rate for people without disabilities;
among nonemployed people, that figure is only 46.6 percent.

Reasons for Not Going On-line. Why are some house-
holds and individuals not on-line? Lenhart (2001) found that
half the adults in the United States do not have Internet ac-
cess, and 57 percent of those who do not have access are not

Figure 8-19.
Internet access, by disability: 1999
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SOURCE: U.S. Department of Commerce. 2000. Falling Through 
the Net: Toward Digital Inclusion, A Report on Americans’ Access to 
Technology Tools. Washington, DC: U.S. Department of Commerce. 

Disability

7The term “broadband” as used by U.S. DOC (2000b) includes the two
most common technologies, DSL and cable modems, as well as other tech-
nologies such as ISDN. These technologies provide significantly faster data
transmission, although some applications or connections may be slower than
the 200 kilobits per second that the Federal Communications Commission
defines as broadband.

interested in getting access. This suggests that the booming
growth of the U.S. Internet population in the past few years
will slow down. Of those without Internet access now, 32
percent say they definitely will not get access, and another 25
percent say they probably will not get access. Among people
without Internet access now, people over age 50 are the least
likely to say they will go on-line eventually, and younger
people are the most likely to say they will. The study also
found that 54 percent of those who are not on-line believe the
Internet is a dangerous thing, 51 percent say they do not think
they are missing anything by staying away from the Internet,
39 percent say the Internet is too expensive, and 36 percent
express concern that the on-line world is confusing and hard
to negotiate.

DOC has found similar reasons that explain why some
people do not have Internet access (U.S. DOC 2000b). Among
surveyed households with annual incomes less than $15,000,
one-third of respondents without Internet access (32.6 per-
cent) cited cost as the reason and slightly more than one-quar-
ter cited “don’t want it” (26.6 percent) as the reason. In
contrast, households with incomes greater than $75,000 re-
versed the order of importance: 30.8 percent cited “don’t want
it” as the reason for not having Internet access and only 9.4
percent cited cost as the reason.

Some households have discontinued their Internet access.
In August 2000, 4.0 million households once had but did not
currently have Internet access. That number was essentially
unchanged from December 1998, when 4.1 million house-
holds reported discontinuing Internet access. In August 2000,
the principal reasons cited by households for discontinuing
Internet access were “no longer owns computers” (17.0 per-
cent), followed by “can use anywhere” (12.8 percent) and
“cost, too expensive” (12.3 percent). Other reasons were “don’t
want it” (10.3 percent), “not enough time” (10.0 percent),
and “computer requires repair” (9.7 percent).

The data about people who have chosen not to have Internet
access suggest that this population will remain substantial.
However, as computer and telecommunication costs contin-
ued to decline and as more services become available over
the Internet, some people who currently choose not to have
Internet access may change their minds.

New Modes of Access. The digital divide in terms of Internet
access among various demographic groups appears to be clos-
ing. However, as technology evolves, new concerns may arise
about differences in access. About 10 percent of households with
Internet access now have “broadband”7 Internet access, prima-
rily a cable modem (50.8 percent) or a digital subscriber line
(DSL) (33.7 percent). Wireless and satellite technologies (4.6
percent) and other telephone-based technologies such as inte-
grated services digital network (ISDN) (10.9 percent) account
for much lower shares of broadband access. Rural areas lag be-



8-20 � Chapter 8. Significance of Information Technology

hind central cities and urban areas in broadband penetration (7.3,
12.2, and 11.8 percent, respectively). Because broadband access
is more expensive than dial-up access, its use probably will be
less common in households with lower incomes.

IT Use at Home and in Communities
As the previous discussion illustrates, considerable infor-

mation is now available about access to the Internet. How-
ever, information about the extent, nature, and impact of IT
use in the home is more scarce. A review of the literature
(National Science Foundation (NSF) 2001a) found that home
computing in the 1980s has been analyzed extensively, but
the more recent wave of computer adoption and Internet use
by households has gone largely unexamined.

Indicators of How People Use Computers. Early research
(NSF 2001a) found that home computing was used primarily
for education, play, work, and basic word processing. Many
early adopters used the computer less than they had initially
expected. One long-term study found that nearly one-fifth of
families quit using their home computer entirely within 2
years. It is unclear whether this underuse resulted from the
inability of the technology to meet family needs, the lack of
high-quality software for early computers, or other factors.
Studies on early users of home computers found that children
tended to use home computers more often and for longer pe-
riods than adults, and women and girls used home computers
less often and less intensively than men and boys. Although
playing games was the most common reason cited by chil-
dren for using the computer, no one application actually domi-
nated their use; they tended to use the computer about equally
for playing games, learning, and writing.

More recent data provide a picture of trends in Internet
access at home and outside the home (U.S. DOC 2000b). As
shown in figure 8-20, 25.0 percent of the population had ac-
cess to the Internet only at home as of August 2000, an in-
crease from 15.8 percent in December 1998. The share of the
population with access to the Internet both at home and out-
side the home also increased from December 1998 to August
2000, from 6.5 percent to 10.7 percent. In contrast, the per-
centage of the population with Internet access only outside
the home declined from 10.5 percent to 8.7 percent.

Schools, libraries, and other public access points continue
to serve people who do not have access to the Internet at home.
For example, certain groups such as unemployed people, blacks,
and Asians/Pacific Islanders are far more likely than others to
use public libraries to access the Internet (U.S. DOC 2000b).

As shown in figure 8-21, e-mail is the Internet’s most
widely used application; 79.9 percent of the population used
e-mail as of August 2000 and 70.0 percent of the population
used e-mail as of December 1998 (U.S. DOC 2000b). On-
line shopping and bill paying saw the fastest growth in use. In
August 2000, 16.1 percent of Internet users reported using
the Internet to search for jobs; low-income users were more
likely than others to use this application.

Comparison Between Men and Women. The Pew Internet
American Life Project (2000) noted that women have been more
likely than men to use e-mail to enrich their important relation-

ships and enlarge their networks. In the Pew study, more women
than men said they were “attached” to e-mail and pleased with
how it helped them. Among women who used the Internet, 60
percent said that e-mail exchanges have improved their connec-
tions to family members (compared with 51 percent of men),
and 71 percent said that e-mail exchanges have improved their
connections with significant friends (compared with 61 percent
of men). Among women who said they e-mail friends, 63 per-
cent said they communicated with significant friends more of-

Percentage of population

Figure 8-20.
Internet access at home and outside the 
home: 1998 and 2000
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SOURCE: U.S. Department of Commerce. 2000. Falling Through 
the Net: Toward Digital Inclusion, A Report on Americans’ Access to 
Technology Tools. Washington, DC: U.S. Department of Commerce.
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Online activities: 1998 and 2000
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SOURCE: U.S. Department of Commerce. 2000. Falling Through 
the Net: Toward Digital Inclusion, A Report on Americans’ Access 
to Technology Tools.  Washington, DC: U.S. Department of 
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ten than they had before they began using e-mail. Among both
sexes, e-mail was found to increase communication in some re-
lationships and to be a substitute for conversation in others.

The Pew study also found that women are more likely to
go on-line to seek health and religious information, research
new jobs, and play games. Men are more likely to go on-line
to get news, shop, seek financial information, trade stocks,
participate in on-line auctions, access government websites,
and search for sports-related news.

On-line Medical Information. One of the top reasons
Internet users access the Web is to obtain medical informa-
tion. Fox and Rainie (2000) found that 52 million adults in
the United States, or 55 percent of those with Internet access,
have used the Web to get health or medical information. A
majority of these users said they go on-line at least once a
month for health information. Many said the resources they
find on the Web have a direct effect on their decisions about
health care and on their interactions with doctors. Among those
who use the Internet to obtain health information, 48 percent
said the advice they find on the Web has improved the way
they take care of themselves, and 55 percent said Internet
access has improved the way they get medical and health in-
formation. Among this same group, 92 percent said the infor-
mation they found during their last on-line search was useful;
47 percent of those who sought health information for them-
selves during their last on-line search said the material af-
fected their decisions about treatments and care.

IT Impact on Families and Individuals. Research into the
actual impact of IT on families and individuals is extremely
limited in scale and scope (NSF 2001a). However, some re-
search has been conducted on time displacement, telework,
psychological well-being, informatics and health care, and the
effects of video games on children. The research indicates that
use of IT in the home can be both beneficial and harmful. Some
findings from this research are highlighted below.

Time Displacement. Home computing and Internet use
apparently have not yet substantially displaced other forms
of home media and entertainment, such as reading, watching
television, or listening to the radio (NSF 2001a). Although
some slight displacement of television viewing appears to have
occurred, several analysts suggest that PCs and the Internet
actually enhance media use because people begin to use other
forms of media more often as they develop the habit of ac-
quiring information.

Telework. The research on telework generally predates
major changes in distributed work arrangements in large-scale
organizations, so the findings from this research may have
limited applicability to the contemporary workplace (NSF
2001b). The circumstances of telework have shifted over time.
At first, employers allowed telework primarily to permit em-
ployees to work from home and more easily manage their
family responsibilities. Now, many companies use telework
as a strategy to satisfy and retain essential professional, tech-
nical, and managerial employees (NSF 2001b).

Studies indicate that telework can demonstrably enhance
people’s ability to balance work and family needs and reduce
personal stress. On the other hand, telework can also disrupt

important family dynamics and relationships and create psy-
chological isolation. Most research on telework and distrib-
uted work has focused on efficiency and productivity, not on
the impacts on individual workers or their families. The ef-
fects of telework clearly will differ from situation to situa-
tion, depending on whether an individual teleworks full time
or only a few days a week, and whether an individual chooses
to telework or is compelled to do so by an employer.

Psychological Well-Being. The evidence regarding the
impact of computing on the psychological well-being of in-
dividuals is mixed. Some data suggest that increased Internet
use is associated with social isolation, withdrawal, and stress,
although actual Internet “addiction” may be limited to about
10 percent of Internet users and is not necessarily associated
with how much time an individual spends on the Internet.

Kraut et al. (1998a) found evidence that increased use of
the Internet was associated not only with increased social dis-
connectedness but also with loneliness and depression. The
authors found an association between increased Internet use
and “small but statistically significant declines” in social in-
tegration (as reflected by family communication and the size
of an individual’s social network), self-reported loneliness,
and increased depression.

Conversely, Katz and Aspden (1997) found no statistically
significant differences between Internet users’ and nonusers’
membership in religious, leisure, and community organiza-
tions (their analysis controlled for demographic differences
such as age, sex, race, and education). They found that long-
term Internet users actually belong to more community orga-
nizations than nonusers or former users. In addition, Katz
and Aspden found that the vast majority of Internet users
(whether recent or long term) reported no change in the
amount of time they spent with family and friends on the tele-
phone or in person.

Electronic Government
Like businesses, government agencies have long used IT

in management information systems and research. With the
advent of the Internet and especially the World Wide Web,
however, IT has become a major means of government com-
munication with citizens and other stakeholders. Governments
at all levels are rapidly developing new ways of using IT to
provide public services to businesses and individuals. Much
government information is being made available on-line, and
many government activities, from procurement to tax filings,
are being conducted on-line.

The Federal Government On-line. The following are a
few examples of on-line websites that provide information
about the Federal Government (U.S. Working Group on Elec-
tronic Commerce 2000):

� FirstGov (<http://www.firstgov.gov>) is a single on-line
portal that connects users to all government sites and has
one of the largest collections of Web pages in the world.
The site allows users to search all 27 million Federal agency
Web pages at once.
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8The IRS’s e-file program has helped State governments to implement or
outsource electronic services easily. The e-file program allows commercial
tax preparers to incorporate an Internet filing capability into their tax soft-
ware and makes it easy for states to adopt systems compatible with e-file
and the commercial software.

� The Patent and Trademark Office’s X-Search system
(<http://www.uspto.gov>) enables anyone to use an Internet
browser to search and retrieve, free of charge, more than
2.6 million pending, registered, abandoned, canceled, or
expired trademark records. This is the same database and
search system used by examining attorneys at the Patent
and Trademark Office.

� The National Institutes of Health (NIH) maintains an on-
line service (<http://www.ClinicalTrials.gov>) that pro-
vides users with information about the latest clinical re-
search on cancer, heart disease, and other life-threatening
illnesses.

Federal agencies also are making it possible for citizens to
access forms and fill out applications on-line. The Social
Security Administration has posted frequently used forms on
its website, and individuals can apply for Social Security re-
tirement benefits on-line. The U.S. Department of Agri-
culture’s Forest Service has an on-line reservation system for
government-administered campsites nationwide (<http://
www.recreation.gov>). In addition, the U.S. Department of
Education posts software and documentation for student aid
on its website, and the Internal Revenue Service (IRS) posts
tax forms and information on its websites and allows taxpay-
ers to file electronically. These are but a few examples of
Federal services available on-line.

The Federal Government also uses electronic procurement
and payment. The General Services Administration is work-
ing toward using e-commerce to make procurement faster and
cheaper. One element of this effort is the development of a
U.S. Federal Public Key Infrastructure (PKI) to facilitate
trusted communication among government agencies, between
government agencies and their trading partners, and between
the government and the public. PKI verifies the identity of
the parties to an on-line transaction, ensures that data have
not been altered in transit, prevents a party from falsely claim-
ing that it did not send or receive a particular message, and
makes certain that data remain confidential in transit. A num-
ber of agencies already have established operational PKIs that
can authenticate and protect transactions.

The Federal Government now conducts the vast majority of its
financial transactions—collections and expenditures—electroni-
cally. The U.S. Department of the Treasury collects electronically
more than $1.3 trillion of Federal Government revenue—approxi-
mately two out of every three dollars collected (U.S. Working Group
on Electronic Commerce 2000). In 1999, the Federal Government
made 78 percent of its 959 million payments electronically, in-
cluding 96 percent of salary payments, 81 percent of vendor pay-
ments, and 73 percent of benefit payments.

In addition to websites that offer agency-specific services
and information, interagency websites target various segments
of the population, such as small business owners, students,
and senior citizens. These interagency websites are valuable
to citizens because they integrate information across agen-
cies (Fountain 2001a).

Cost Savings From Electronic Government. The cost
savings from electronic government are potentially large

(Fountain with Osorio-Urzua 2001). Movement from paper-
based to Web-based processing of documents and payments
typically generates administrative cost savings of roughly 50
percent and more for highly complex transactions (Fountain
with Osorio-Urzua 2001).

State and Local Government On-line. State and local
governments also are widely deploying electronic government
concepts. Many significant reforms related to electronic gov-
ernment applications begin at the state level and then diffuse
to Federal and local governments (Fountain 2001b).

Although electronic government services vary widely from
state to state, several services are common to a number of
states. The most common service, available in 32 states, al-
lows users to find and apply for state government jobs on-
line. The second most common service, available in 24 states,
is electronic filing for personal income taxes.8 Other com-
mon electronic government services give the public the abil-
ity to order vital records (birth, death, and marriage
certificates), purchase fishing and hunting licenses and per-
mits, search state government sex offender registries, and re-
new motor vehicle registrations—all on-line.

A few states offer less typical electronic government ser-
vices that are both innovative and powerful. For example,
North Carolina has three separate portals for citizens, busi-
nesses, and employees, with the categories and services of-
fered in each portal oriented toward the type of visitor most
likely to use it. Virginia allows users to create a personalized
home page by customizing the interface and links to the ser-
vices and features the user selects.

Local governments at the city, county, and town levels can
vary dramatically in the socioeconomic characteristics of their
citizenry and in the types of government services they offer.
As a result, electronic government at the local level is applied
in a variety of ways and with a variety of impacts.

The Indianapolis website (<http://www.IndyGov.org>) is
a leading example of municipal government on the Web (Foun-
tain 2001b). Innovative applications include geographical in-
formation systems (GIS) services that identify a user’s local,
state, and national representatives based on the user’s address.
A wealth of information is available on the Indianapolis
website, including maps and descriptions of local recreational
facilities. The website also integrates agency and departmen-
tal functions into a single, citywide portal.

Contra Costa County, in the San Francisco/San Jose re-
gion of California, also uses innovative Web services. The
county’s animal control department uses a digital camera to
photograph stray and lost pets and then posts the photos on
the Web, enabling pet owners to take a virtual visit to the
pound to search for their lost pets. The county also is devel-
oping tools that allow citizens to use GIS data to design their
own maps. For example, a resident could access the county
Web portal, click on the GIS link, and enter a home address.
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The individual then could query a number of GIS data sets,
including property parcels and values, school locations, po-
lice and fire station locations, risk of natural disaster (flood,
earthquake, etc.), political districts, and environmental haz-
ards, and quickly produce a customized map that shows all
the data requested for the area surrounding the address given.

The Internet also is affecting political processes in the
United States and around the world. Political candidates are
establishing websites to communicate with voters, solicit
funds, and organize volunteers. Interest groups are using e-
mail and websites to organize and express their views. In some
cases, groups that would be very difficult to organize through
traditional means, such as scientists or engineers in different
parts of the country, can be mobilized through e-mail to ex-
press their views to Congress on a timely issue. Some groups
are experimenting with voting via the Internet. See sidebar,
“Internet Voting.”

IT and S&E
The S&E community developed IT, in many cases for S&E

applications. Scientists and engineers have been among the
earliest and most intensive users of many IT applications. It
is not surprising that IT has played a major role in the prac-
tice of S&E and in the evolution of S&E institutions.

Advances in computing, information storage, software, and
networking are all leading to new tools for S&E, ranging from
automated scientific instruments to supercomputers for mod-
eling and simulation. IT has made possible new collections of
data and new ways to access scientific information. As IT has
advanced, applications for S&E have become more powerful
and less expensive, and many applications, such as modeling
and databases, have migrated from large mainframe comput-
ers and supercomputers to desktop computers. IT also has made
possible new modes of communication among scientists, al-
lowing them to collaborate more easily. IT affects how research

Many people have expressed a strong interest in using
the Internet to make voting more convenient. It is hoped
that such a practice would increase participation in elec-
tions. Internet voting is seen as a logical extension of
Internet applications in commerce and government. Elec-
tion systems, however, must meet high standards of secu-
rity, secrecy, equity, and many other criteria. These
requirements make the development of Internet voting
much more challenging than most commerce or govern-
ment applications of the Internet.

The National Science Foundation supported a study
and workshop to analyze the issues associated with
Internet voting (Internet Policy Institute 2001). The study
concluded that remote Internet voting (e.g., voting from
the home or office) poses significant risks to the integ-
rity of the voting process and should not be widely used
in public elections until substantial technical and social
science issues are addressed. On the other hand, it would
be possible to use Internet voting systems at polling
places, and such systems could offer greater convenience
and efficiency than traditional voting systems. Voters
could eventually choose to cast their ballots from any
one of many polling places, and the tallying process would
be both fast and certain. Because election officials would
control both the voting platform and the physical envi-
ronment, managing the security risks of such systems is
feasible. Over time, it would also be possible to have
Internet voting in kiosks—voting machines located away
from traditional polling places—at convenient locations
such as malls, libraries, or schools. Kiosk voting termi-
nals pose more challenges than poll-site systems, but most
of the challenges could, at least in principle, be resolved
through extensions of current technology.

Internet Voting

A broad range of research is needed on Internet voting
systems. Research topics include the following:

� Approaches to meeting the security, secrecy,
scalability, and convenience requirements of elections.

� Development of reliable poll-site and kiosk Internet
voting systems that are not vulnerable to any single
point of failure and cannot lose votes.

� Development of new procedures for continuous test-
ing and certification of election systems, as well as
test methods for election systems.

� Incorporation of human factors into design for elec-
tronic voting, including development of appropriate
guidelines for designing human interfaces and elec-
tronic ballots and development of approaches for ad-
dressing the needs of the disabled.

� The economics of voting systems, including compara-
tive analyses of alternative voting systems.

� The effects of Internet voting on participation in elec-
tions, both in general and with regard to various de-
mographic groups, especially those with less access
to or facility with computers.

� The effects of Internet voting on public confidence in
the electoral process and on deliberative and repre-
sentative democracy.

� The implications of Internet voting for political cam-
paigns.

� Legal issues associated with and the applicability of
existing statutes to Internet voting, including juris-
diction, vote fraud, liability for system failures, inter-
national law enforcement, and electioneering.
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is conducted, how new products and processes are developed,
and how technical information is communicated.

IT also is influencing technological innovation in society.
These influences reflect not only changes in R&D processes
but also changes in the market environment for innovation
and the organization of innovative activities. Although some
of these effects are most visible in the IT industry itself, IT
also affects other industries, higher education, and the job
market for scientists and engineers.

In general, relatively little scholarly research has been con-
ducted on how IT affects S&E, and even less research has
been performed on how IT affects innovation. This section
highlights some of the limited work that has been done.

IT and R&D
IT has provided new tools for the simulation and modeling of

complex natural, social, and engineering systems. It has enabled
new methods of data collection and has made possible the cre-
ation of massive, complex, and shared data sets. It has changed
the way scientific knowledge is stored and communicated. IT
has facilitated the sharing of computational resources and scien-
tific instruments among scientists and engineers in different lo-
cations and has aided communication and collaboration among
large groups of researchers.

Advances in both hardware and software have supported
new IT tools for R&D.   Advances in software have been criti-
cal to the success of supercomputers that use thousands of
microprocessors and have also enabled the analysis and visu-
alization of complex problems. Software engineering also is
enabling security technologies, distributed information man-
agement, high-confidence software systems, and numerous
other areas of research that are needed in today’s most ad-
vanced IT applications

The role of IT is not uniform across all areas of S&E. Some
areas of research, such as high-energy physics, fluid dynam-
ics, aeronautical engineering, and atmospheric sciences, have
long relied on high-end computing. The ability to collect,
manipulate, and share massive amounts of data has long been
essential in areas such as astronomy and geosphere and bio-
sphere studies (Committee on Issues in the Transborder Flow
of Scientific Data 1997). More recently, IT has spread from
its historical stronghold in the physical sciences to other natu-
ral sciences, engineering, social sciences, and the humanities
and has become increasingly vital to sciences such as biol-
ogy that historically had used IT less extensively.

Modeling and Simulation
Modeling and simulation have become powerful comple-

ments to theory and experimentation in advancing knowledge
in many areas of S&E. Simulations allow researchers to run
virtual experiments when actual experiments would be im-
practical or impossible. As computer power grows, simula-
tions can be made more complex, and new classes of problems
can be realistically simulated. Simulation is contributing to
major advances in weather and climate prediction, computa-
tional biology, plasma science, high-energy physics, cosmol-

ogy, materials research, and combustion, among other areas.
New visualization techniques for displaying simulation data
in comprehensible formats have played an important role.

Simulation also is used extensively in industry to test the
crashworthiness of cars and the flight performance of aircraft
(U.S. Department of Energy (DOE)/NSF 1998) and to facili-
tate engineering design. Computer-aided design (CAD) pro-
grams can use CAD data to visualize, animate, simulate,
validate, and assemble parts digitally. In some cases, CAD
programs can allow a designer to insert digital representa-
tions of humans into virtual worlds to test for ergonomics,
manufacturability, maintainability, safety, and style (Brown
1999). The goal of such an approach is to address these is-
sues early in the design stage and reduce the need for physi-
cal mock-ups and rework. Both aircraft and automobile
manufacturers use CAD approaches extensively.

Modeling and simulation capabilities continue to improve
at a rapid rate. DOE’s Accelerated Strategic Computing Ini-
tiative program, which uses simulation to replace nuclear tests,
deployed the first trillion-operations-per-second (teraops)
computer in December 1996. The program deployed a 12.3-
teraops computer in June 2000 and plans to operate a 100-
teraops computer (with 50 terabytes of memory and 130
petabytes of archival storage) by 2005 (National Science and
Technology Council 1999; U.S. DOE 2001). Research funded
by the Defense Advanced Research Projects Agency, the Na-
tional Aeronautics and Space Administration (NASA), and
the National Security Agency is evaluating the feasibility of
constructing a computing system capable of a sustained rate
of 1,015 teraops (1 petaflop).

Terascale computing is expected to have applications in
genetic computing, global climate modeling, aerospace and
automotive design, financial modeling, and other areas. To
use data from human genome research, for example, new com-
putational tools are needed to determine the three-dimensional
atomic structure and dynamic behavior of gene products, as
well as to dissect the roles of individual genes and the inte-
grated function of thousands of genes. Modeling the folding
of a protein to aid in the design of new drug therapies also
takes extensive computing power (U.S. DOE/NSF 1998).
Celera Geonomics Corporation (a genomics and bioinform-
atics company), Sandia National Laboratories, and Compaq
entered into a partnership in January 2001 to develop algo-
rithms and software for genomic and proteomic applications
of supercomputers in the 100-teraops to 1-petaflop range, with
the petaflop computer expected by 2010. Pattern recognition
and data-mining software also are critical for deciphering
genetic information (Regalado 1999).

Many scientists expect IT to revolutionize biology in the com-
ing decades, as scientists decode genetic information and ex-
plore how it relates to the function of organisms (Varmus 1999).
New areas of biology such as molecular epidemiology, func-
tional genomics, and pharmacogenetics rely on DNA data and
benefit from new, information-intensive approaches to research.

IT and Data
IT has long been important in collecting, storing, and shar-
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Shared Databases.”

Electronic Scholarly Communication
Originally developed primarily as tools for scientific com-

munication, the Internet and the World Wide Web continue to
have a significant impact on scholarly communication in sci-
entific and technical fields. An increasing amount of schol-
arly information is stored in electronic forms and is available
through digital media.

Electronic Scholarly Communication Forms. Scholarly in-
formation can be placed on-line in several different forms, most of
which are expanding rapidly. These forms may be classified as
follows (drawing on Kling and McKim 1999 and 2000):

� Pure electronic journals—an edited package of articles
that is distributed to most of its readers in electronic form.
Examples include the World Wide Web Journal of Biology
and the Journal of the Association for Information Systems.

� Hybrid paper-electronic (p-e) journals—a package of
peer-reviewed articles that is distributed primarily in pa-

ing scientific information. More recently, IT has enabled au-
tomated collection of data. For example, automated gene se-
quencers, which use robotics to process samples and
computers to manage, store, and retrieve data, have made pos-
sible the rapid sequencing of the human genome, which in
turn has resulted in unprecedented expansion of genomic da-
tabases (Sinclair 1999). In many scientific fields, data increas-
ingly are collected in digital form, which facilitates analysis,
storage, and dissemination. For example, seismic data used
to measure earthquakes were once recorded on paper or film
but now are usually recorded digitally, making it possible for
scientists around the world to analyze the data quickly.

By 1985, 2,800 scientific and technical electronic data-
bases (both bibliographic and numerical) already existed
(Williams 1985). At that time, primarily information special-
ists accessed electronic databases, and many of the databases
were available only for a fee. Over time, databases have ex-
panded in number and size, and many are now widely acces-
sible on the World Wide Web. See sidebar, “Examples of

Large shared databases have become important re-
sources in many fields of science and social science. These
databases allow researchers working on different pieces
of large problems to contribute to and benefit from the
work of other researchers and shared resources. Examples
of such databases include the following:

� GenBank (<http://www.ncbi.nlm.nih.gov/Genbank/>)
is the National Institute of Health’s annotated collec-
tion of publicly available DNA sequences. As of June
2001, GenBank contained approximately 12.9 billion
base pairs from 12.2 million sequence records. (See
figure 8-22.) The number of nucleotide base pairs in
its database has doubled approximately every 14
months. As part of a global collaboration, GenBank
exchanges data daily with European and Japanese gene
banks.

� The Protein Data Bank (<http://www.rcsb.org/pdb/>) is
the worldwide repository for the processing and distri-
bution of three-dimensional biological macromolecular
structure data (Berman et al. 2000).

� The European Space Agency (ESA) Microgravity Da-
tabase (<http://www.esa.int/cgi-bin/mgdb>) gives sci-
entists access to information regarding all microgravity
experiments carried out on ESA and National Aero-
nautics and Space Administration missions by Euro-
pean scientists since the 1960s.

� The Tsunami Database (<http://www.ngdc.noaa.gov/ seg/
hazard/tsu.html>) provides information on tsunami
events from 49 B.C. to the present in the Mediterra-
nean and Caribbean Seas and the Atlantic, Indian, and

Examples of Shared Databases

Figure 8-22.
Growth of GenBank
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SOURCE: Genetic Sequence Data Bank, NCBI-GenBank 
Flat File. Available at <ftp://ncbi.nlm.nih.gov/genbank/gbrel.txt>.  
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Pacific Oceans. It contains information on the source
and effects of each tsunami.

� The Earth Resources Observation Systems Data Cen-
ter (<http://edcwww.cr.usgs.gov/>) houses the National
Satellite Land Remote Sensing Data Archive, a com-
prehensive, permanent record of the planet’s land sur-
face derived from almost 40 years of satellite remote
sensing. By 2005, the total holdings will come to some
2.4 million gigabytes of data.
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per form but is also available electronically. Examples in-
clude Science On-line, Cell, Nature, and many others.

� Electronic print (e-print) servers—preprint or reprint serv-
ers on which authors in specific fields post their articles.
The original and most widely copied preprint server is the
Los Alamos physics preprint server (<http://arxiv.org/>).
Started in 1991 by Los Alamos physicist Paul Ginsparg as a
service to physicists in a small subfield of physics, this server
has grown to cover many fields of physics, astronomy, math-
ematics, and computation. Other preprint servers have been
developed to serve other fields, but most fields do not use
preprint servers as extensively as physics.

� Non-peer-reviewed publications on-line—includes elec-
tronic newsletters, magazines, and working papers.

� Personal Web pages—maintained by individuals or re-
search groups. Many scholars post their own work on these
sites, which may include “reprints” of published material,
preprints, working papers, talks and other unpublished ma-
terial, bibliographies, data sets, course material, and other
information of use to other scholars.

In addition, a number of services facilitate searching and
provide abstracts and (in some cases) full text of articles in
paper or p-e journals. These services include LexisNexis™,
databases of journals sold to academic libraries, and public
sources such as PubMed Central (<http://www.
pubmedcentral.nih.gov/>) and PubSCIENCE (<http://
www.osti.gov/pubsci>).9 These can be considered elements
of digital libraries. See sidebar, “Digital Libraries.”

An example of rapid expansion in electronic scholarly com-
munication is the Los Alamos preprint server (<http://
arxiv.org/>), which continues to grow in terms of both sub-
missions and connections. As of April 2001, it was receiving
more than 2,500 new submissions each month and averaging
more than 100,000 connections (for searching, reading, or
downloading papers) each day. It has become the main mode
of communication in some fields of physics, and 17 mirror
sites have been established around the world to provide alter-
native access to the information in it.

Kling and McKim (2000) note that one should not expect
the preprint server mode of electronic communication to ex-
pand to all fields, however. High-energy physics had a cul-
ture of wide sharing of preprints before the advent of the World
Wide Web, and researchers in this field now use electronic
communication extensively. Molecular biologists, by contrast,
traditionally shared preprints only among smaller groups and
continue to rely more on paper journals. Different fields have
different attitudes about posting material on the Web prior to
publication in a peer-reviewed journal. In physics, such post-
ing is standard practice; in medicine, it is viewed as danger-
ous because the public may make medical decisions based on
non-peer-reviewed science. The absence of e-print servers in
fields such as atmospheric research, oceanography, and cli-

mate science is evidence of substantial differences in schol-
arly communication across fields of science.

Electronic journals also have been expanding rapidly. The
Association of Research Libraries 2000 directory of schol-
arly electronic journals and academic discussion lists (Mogge
and Budka 2000) identifies 3,915 peer-reviewed electronic
journals, up from 1,049 in 1997. Friedlander and Bessette
(2001) cite estimates ranging from 3,200 to 4,000 e-journals
in science, technology, and medicine. Most of these are not
electronic-only journals but rather are electronic versions of,
or supplements to, print journals.

Electronic Scholarly Communication Benefits. Elec-
tronic scholarly communication has many potential benefits.
Electronic search tools make it possible for scholars to find
information more easily and quickly, and scholars do not have
to worry about whether journals are missing from the library.
Electronic documents potentially offer richer information than
print documents. They are not constrained by page limits and
can contain multimedia presentations or computer programs
and data as well as text, thus enriching the information and
facilitating further work with it. Additional references, com-

The digital library is a concept related to both schol-
arly communication and scientific databases. The con-
cept encompasses a variety of digital collections of
information, including digital versions of traditional
library, museum, and archive holdings. The World
Wide Web is considered an extensive but rudimen-
tary digital library because search methods typically
cover only a small part of the collections (President’s
Information Technology Advisory Committee 2001).
Newspaper archives and genomic databases also are
considered digital libraries.

A vision set forth for digital libraries is that they
will let all citizens, anywhere and anytime, use any
Internet-connected digital devices to search and ac-
cess all of human knowledge (President’s Informa-
tion Technology Advisory Committee 2001). Key
issues in achieving this vision include:

� improving the ability to search for information, in
part by improving the “metadata” systems for de-
scribing and organizing collections;

� improving the human interfaces with the libraries;

� improving the ability to store and retrieve materi-
als across diverse independent collections;

� developing long-term storage technologies and ef-
ficient procedures for transferring ephemeral con-
tent into long-term storage; and

� determining how to manage intellectual property
rights for digital collections.

Digital Libraries

9PubSCIENCE is a World Wide Web service developed by DOE to facili-
tate searching and accessing of peer-reviewed journal literature in the physi-
cal sciences and other energy-related disciplines.
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ments from other readers, or communication with the author
can be linked to the document.

Electronic communication is generally thought to speed
the dissemination of scientific information, and this is gener-
ally thought to increase scientific productivity. However, some
scientists suggest that the Web, by speeding electronic com-
munication, can encourage scientists to rush to become part
of the latest trend, leading them to abandon other paths of
research too quickly (Glanz 2001b).

There are also potential advantages for libraries. Many
patrons can access the same electronic information at the same
time without needing to visit the library, electronic archives
eliminate the space requirements of old journal collections,
and electronic media help libraries stretch limited financial
resources, especially for accessions.

Electronic documents also have potential economic ben-
efits. Once a document is prepared in electronic form, the
marginal cost of providing it to additional readers is very low.
Electronic documents also offer the benefit of accessibility.
Electronic documents can be made available over the Internet
to scholars around the world who do not have access to major
research libraries. For example, the Los Alamos archive is
allowing scientists in geographically isolated and small insti-
tutions to participate in leading-edge research discussions
(Glanz 2001a). Several publishers have announced that they
will provide free electronic medical journal access to medi-
cal schools, research laboratories, and government health de-
partments in poor countries (Brown 2001).

Electronic Scholarly Communication Issues. All of the
factors mentioned above combine to exert strong pressures
for making scholarly information available electronically.
Although these potential benefits support the rapid expan-
sion of electronic communication, several issues remain to
be resolved, including issues related to function, economics,
and archiving.

Function. Although nonrefereed electronic publications
(such as preprint servers) can be much less expensive than
print journals (Odlyzko 1997), such publications do not per-
form all of the functions of the traditional system of printed
academic journals. For example, journals organize articles
by field and manage peer-review processes that help to screen
out bad data and research, scholars achieve recognition
through publication in prestigious journals, and universities
base hiring and promotion decisions on publication records.
For this reason, preprint servers are not likely to replace peer-
reviewed journals.

Economics. For peer-reviewed journals (in either paper or
electronic form), editing and refereeing of manuscripts and
general administration account for a large share of costs (Getz
1997). At least initially, these costs remain about the same for
electronic journals. In addition, electronic journals have costs
associated with acquiring and implementing new technology
and formatting manuscripts for electronic publication.

Electronic publication also can affect the revenue stream
of print publishers. If a publisher provides a site license for a
university library that enables anyone on campus to read the
journal, individual subscriptions from that campus may de-

cline. Moreover, advertisers may find electronic journals less
attractive than print versions.

Publishers are currently experimenting with different ways
of pricing electronic journals. Some publishers provide sepa-
rate subscriptions for electronic and print versions, and the price
of the electronic subscription may be higher or lower than the
price of the print subscription. Others provide the electronic
version at no charge with a subscription to the print version.
Some publishers offer free on-line access to selected articles
from the print version and regard the on-line version as adver-
tising for the print version (Machovec 1997). Publishers of fee-
based electronic journals generally protect their information
from unauthorized access by making the journals accessible
only to certain Internet domains (such as those of universities
that have acquired a site license) or by using passwords.

Electronic resources represent an increasing share of li-
brary costs. The Association of Research Libraries (Kyrillidou
2000) reported that electronic resources (e.g., indexes and
subscriptions to on-line journals) increased from 3.6 percent
of library material expenses in 1992–93 to 10.5 percent in
1998–99. Overall, serial costs (including both paper and elec-
tronic serials) increased over this same period, from a median
of $161 per serial in 1992 to $284 in 2000. Library budgets
are under increasing pressures as they seek to satisfy demands
for both paper and electronic journals.

Archiving. Another key issue is the archiving of electronic
publications (Friedlander and Bessette 2001). One fundamen-
tal issue is the technical question of how to maintain records
over the long term, because the electronic medium degrades
and electronic formats change. Another fundamental issue is
the underlying tension in electronic media between the op-
portunity to revise and update papers to maintain currency
and the need to maintain the record. Another question to be
addressed is whether an entire issue of an on-line magazine
or newspaper should be preserved or whether it suffices to
create a database of individual stories that can be individu-
ally retrieved but can never be reconstituted into the actual
issue as it existed on the day readers first read the news. Other
questions relate to responsibility for long-term preservation
(whether publishers or libraries should be primarily respon-
sible), copyright (how to issue and enforce copyrights), and
maintenance (as technologies evolve, the particular technol-
ogy required to view a given file may become obsolete, ef-
fectively eliminating the record).

Collaboration
Computer networking was developed as a tool for scien-

tists and engineers, and e-mail and file transfers have long
supported collaboration among scientists and engineers.
Shared databases, intranets, and extranets have helped geo-
graphically separated scientists and engineers work together.

Scientific collaboration, as measured by the increase in
the percentage of papers with multiple authors, has been in-
creasing steadily for decades. (See chapter 6, “Industry, Tech-
nology, and the Global Marketplace.”) Walsh and Maloney
(2001) have found that computer network use is associated
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with more geographically dispersed collaborations as well as
more productive collaborations.

Collaborations have been growing larger in a number of
fields, often because scientists are pursuing increasingly com-
plex problems and, in some cases, also because agency fund-
ing programs encourage multi-investigator and
multidisciplinary research teams. These collaborations are fa-
cilitated by IT, especially e-mail and the World Wide Web.
Large-scale scientific collaborations may especially benefit
from new IT. The number of research papers with authors from
multiple countries or institutions has increased rapidly, a trend
that has coincided with the rapid expansion of the Internet.
(See figure 8-23.)

Over the past decade, advanced tools have emerged to sup-
port “collaboratories”—geographically separate research units
functioning as a single laboratory (CSTB 1993). These tech-
nologies allow:

� remote access to scientific instruments over the Internet,
making it possible for researchers from different sites to
use a single major scientific instrument (such as a syn-
chrotron at a national laboratory) as a network of instru-
ments operating at different places:

� Internet-based desktop videoconferencing;

� shared access to databases and computer simulation;

� shared virtual workspaces, such as “white boards” on which
researchers can sketch ideas; and

� shared electronic laboratory notebooks to capture the de-
tails of experiments.

These tools were originally developed and demonstrated
through several collaboratory pilot projects, including the

NSF-sponsored Space Physics and Aeronomy Research
Collaboratory (<http://intel.si.umich.edu/sparc/>) and the
DOE-sponsored Materials MicroCharacterization
Collaboratory (<http://tpm.amc.anl.gov/MMC>) and Diesel
Combustion Collaboratory (<http://www-collab.ca.sandia.gov/
snl-dcc.html>).

The collaboratory concept has moved beyond pilot projects
to the point where many new large-scale projects have
collaboratory components. Many of the tools used in the early
pilot projects, such as Internet-based videoconferencing, are
now available in inexpensive commercial software. Examples
of new major research projects that have a collaboratory com-
ponent include the following:

� The NIH-funded Great Lakes Regional Center for AIDS
Research, a collaboratory of Northwestern University,
University of Wisconsin-Madison, University of Michi-
gan-Ann Arbor, and University of Minnesota-Minneapo-
lis investigators (<http://www.greatlakescfar.org/cfar/>).

� NIH’s Human Brain Project, a cooperative effort among
neuroscientists and information scientists to develop tools
for brain research (<http://www.nimh.nih.gov/
neuroinformatics/index.cfm>). This project emphasizes tools
to aid collaboration between geographically distinct sites.

� The NSF-funded George E. Brown, Jr., Network for Earth-
quake Engineering Simulation (NEES), a national net-
worked collaboratory of geographically distributed, shared-
use experimental research equipment sites (with
teleobservation and teleoperation capabilities) for earth-
quake engineering research and education. When opera-
tional in 2004, NEES will provide a network of approxi-
mately 20 equipment sites (shake tables, centrifuges, tsu-
nami wave basins, large-scale laboratory experimentation
systems, and field experimentation and monitoring instal-
lations) (NSF 2001b).

� The NSF-funded Distributed Terascale Facility (DTF) will
be a multi-site supercomputing system. It will perform
11.6-trillion calculations per second and store more than
450-trillion bytes of data, and will to link computers, vi-
sualization systems and data at the National Center for
Supercomputing Applications in Illinois, the San Diego
Supercomputer Center (SDSC) in California, Argonne Na-
tional Laboratory in suburban Chicago and the California
Institute of Technology in Pasadena (NSF 2001c).

Although collaborative research projects are being designed
around IT, it is unclear whether virtual collaborations will be
as successful as colocated collaborations. Teasley and Wolinsky
(2001) note that collaboratories have limits. Social and practi-
cal acceptability are the primary challenges. Collaboratories
do not replace the richness of face-to-face interaction, and con-
cerns about trust, motivation, data access, ownership, and at-
tribution can affect collaboratory performance.

Finholt (2001) notes that, although studies of early
collaboratories suggest that e-mail and computer-mediated
communication enhance scientific productivity and support

Papers

Figure 8-23.
Papers with authors from 10 or more countries 
or 10 or more U.S. institutions: 1986–1999
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larger and more dispersed collaborations, electronic commu-
nication alone is not enough to enable broader collaborations.
Collaboratory technologies have not dispersed to scientific
users as fast as other Internet technologies (such as e-mail or
the World Wide Web), which suggests that major challenges
may be involved in supporting complex group work in vir-
tual settings. Most practices and routines of research groups
assume a shared space, and transferring these practices to
virtual spaces can be difficult. Collaboratories may benefit
graduate students and “nonelite” scientists the most, because
they are the members of the scientific community least able
to afford the costs of travel. Also, the increase in outside par-
ticipation that results from virtual collaboration may create
distractions for top researchers.

Olson and Olson (2001) note that distance collaborations work
best when the work groups have much in common, the work is
loosely coupled, and the groups have laid both the social and
technical groundwork for the collaboration. Lacking these ele-
ments, distance collaborations are much less likely to succeed.

Collaboratory technologies raise interesting questions
about the effects of IT on the organization of science and
technology (S&T). Will multi-institution, electronically en-
abled collaborations become the norm for large-scale science
projects? Will collaboratories make science more open to
nonelite scientists? How do collaboratory technologies affect
the productivity of S&T?

IT and Innovation
In addition to its interactions with R&D, IT influences sev-

eral other elements of the innovation process, including the
market environment for and the organization of innovation.
The Council of Economic Advisers (2001) notes that the U.S.
economy in the late 1990s was characterized by the high rate
of technological innovation and by the central role of IT. The
council observes that innovation in the “new” economy ap-
pears to have changed in several ways, including the intense
competition and positive feedback that drive innovation, the
mechanisms for financing innovation, the sources of R&D,
and the innovation process itself. IT is involved in each of
these changes, and many of the changes are most visible in
the IT sector.

Market Environment for Innovation
The rapid pace of technological advances, together with

the expectation that this pace will continue (see sidebar,
“Moore’s Law”), has led to an environment in which compa-
nies in most industries know they must continually innovate.
As noted above, intense competition and feedback drive the
development and adoption of new technologies. The avail-
ability of one technology stimulates demand for complemen-
tary technologies, which in turn lowers production costs and
encourages further demand for the initial technology.

The Internet may be stimulating innovation by forcing
many industries to innovate. For example, in the food indus-
try, the fact that some companies are using electronic pro-

curement is forcing others to do the same (Hollingsworth
1999). In some cases, IT may increase competition simply by
making markets more global and bringing firms in contact
with more competitors.

Lewis (2000) notes that telecommunications and IT have
accelerated business processes. Technology adoption and dif-
fusion rates are faster than they were in previous decades. In
addition, the information economy has led to network effects
(see sidebar, “Metcalfe’s Law”) in many areas, giving a ma-
jor advantage to the company that is the first to bring a new
product to market. If a company is not the first to market,
then it needs to match and improve on the new product very
quickly. The consequence of this environment is that technol-
ogy transfer must occur faster and faster. Lewis argues that
corporate R&D must change its traditional way of doing busi-
ness, which is too slow.

The rapid improvement in IT has created opportunities in
new applications such as secure Web servers or e-commerce
software, which in turn create opportunities for new busi-
nesses. New forms of business activity (such as electronic
marketplaces) and new IT-enabled business processes present
many opportunities for innovation.

Organization of Innovation
Dewett and Jones (2001) review the literature on how IT

affects organizational characteristics and outcomes. They note
that although the literature contains very little information
on the specific role of IT in promoting innovation, it is pos-
sible to identify many innovation-related effects of IT on or-
ganizations, including the following:

� IT can enhance the knowledge base available to each em-
ployee, enable faster scanning and monitoring of the ex-
ternal environment, and improve both the employees’ and
the organization’s knowledge of best practices and relevant
leading-edge technologies.

� IT can mitigate the tendency toward specialization (which
can reduce people’s ability to understand the context of
the organization) and also can help promote innovation by
better connecting specialists to the market.

� IT may increase absorptive capacity, which is the ability
of an organization to recognize the value of external infor-
mation, assimilate it, and apply it commercially.

� By helping organizations codify their knowledge bases,
IT can promote the diffusion of knowledge.

� IT has helped organizations streamline product design by
replacing traditional sequential processes with parallel
processes in which employees in different functions work
simultaneously, with continual interaction through elec-
tronic communication.

� IT is changing organizational forms and allowing virtual
organizations. New IT-enabled organizational forms can
be more responsive to pressures such as heightened mar-
ket volatility, the globalization of business, increased un-
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certainty in the economy, and demographic changes in la-
bor and consumer sectors.

In contrast, electronic communication may hinder innova-
tion by decreasing informal communication and may also lead
to information overload.

Thus, IT has many possible effects on organizations, and
these effects suggest a considerable positive influence on in-
novation. It is important to keep in mind, however, that schol-
arly literature on this subject is sparse.

Johannessen, Olaisen, and Olsen (2001) suggest that be-
cause IT more effectively transfers explicit knowledge than
tacit knowledge, it may lead to the mismanagement of inno-
vation. Explicit knowledge is relatively easy to express in
symbols, digitize, and transfer. Tacit knowledge is rooted in
practice and experience and typically is transmitted through
training and doing. Companies typically focus IT investment
on the explicit portion of their knowledge base and
deemphasize the tacit portion. Yet much of the research lit-
erature argues that tacit knowledge is critical in determining
how well a company can innovate and compete.

IT also has led to changes in the organization of innova-
tion beyond the boundaries of individual organizations. The
Council of Economic Advisers (2001) notes that innovation
traditionally has been isolated within large companies. To-
day, innovation increasingly is performed by both large and
small companies that collaborate with each other and with
academic institutions and government agencies.

With the expansion of the world’s supply of scientists, tech-
nologists, and knowledge workers and of the knowledge bases
available to them, access to external knowledge sources is
becoming an increasingly important factor in the ability of
organizations to participate in innovation. IT has helped or-
ganizations coordinate highly dispersed innovation activities
by providing them with new management techniques, soft-
ware, and communication systems. One aspect of the trend
toward dispersion of innovation activities is the outsourcing
of innovation. Pharmaceutical companies have long
outsourced basic research to universities, institutes, and gov-
ernment laboratories. Many large pharmaceutical companies
rely on small technology companies for innovation and then
acquire these companies. In the computer and automotive
industries, manufacturers have long relied on component
makers for design and engineering work. Much of the inno-
vation in these industries takes place at the interface between
manufacturers and their innovative suppliers. IT has made
outsourcing more attractive for companies (Quinn 2000) by
facilitating the process with advances in modeling and simu-
lation, collaborative tools, and management software.

One example of new organization in innovation is open
source software development (Lerner and Tirole 2001). In open
source software development, the source code is made broadly
available. Users can modify the software, but their modifica-
tions are also returned to the community or organization that
oversees the development of the software. A number of open
source software programs are widely used, including Linux (a
PC operating system), Apache (Web server software), and

Sendmail (which underlies e-mail routing on the Internet). Par-
ticipation in open source projects is voluntary. Although par-
ticipants appear to be motivated by altruism, they do benefit
from their efforts. Programmers who donate their time benefit
from recognition, and companies that support the programmers
benefit from improved programs and better monitoring and
absorption of external technology (Lerner and Tirole 2001). A
number of companies make money not by selling the software,
which is freely available, but by selling complementary ser-
vices (e.g., documentation, installation software, and utilities).
The President’s Information Technology Advisory Committee
recommended that the Federal Government support open source
software development for high-end computing.

Innovation in IT
The IT sector accounts for a large and growing part of

R&D and innovation in the United States and other coun-
tries. The information and communication technology (ICT)
sector is more R&D intensive than industry as a whole. Fig-
ure 8-24 compares the ratio of R&D to the value added for
the ICT sector with the same ratio for the overall business
sector in OECD countries. For most countries, the ICT sector
is about five times more R&D intensive than the business
sector as a whole; however, countries vary widely in the R&D
intensity of their IT industries. Some of the countries that are
the most innovative in IT, including Sweden, Finland, Japan,
and the United States, have the most R&D-intensive ICT in-
dustries.

Analyses of patent data suggest that innovation in IT is
somewhat different from innovation in other areas of S&T.
Hicks et al. (2001) found that compared with other areas of
technology, IT patents cite scientific literature less exten-

R&D/value added for business sector (percent)

R&D/value added for ICT sector (percent)

Figure 8-24.
Ratio of R&D to value added in the ICT and total 
business sectors: 1997
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ICT = Information and communications technologies

SOURCE: Organisation for Economic Co-operation and Development. 
2001.  Measuring the ICT Sector. Paris. Tables 2 and 3.        
Available at <http://www.oecd.org/dsti/sti/it/prod/measuring_ict.htm>.
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sively.10 In addition, the median age of patents cited by IT
patents (termed the technology cycle time) is less than the
median age of scientific papers cited (termed the science cycle
time). Technology cycle times are faster in IT (6–6.5 years)
than in other areas of technology. The analysts concluded that
IT patents cite other technology patents more extensively than
scientific papers because IT is moving too fast for scientific
research to keep up.

Growth in IT patenting activity does not seem to be ac-
companied by growth in research publishing activity (Hicks
et al. 2001). Based on documents referenced in patents, IT
patents seem to draw on a particularly diverse set of nonpatent,
nonresearch technical documentation that includes
nonpatented software. It appears that nonresearch technical
work may underlie innovation in IT more extensively than is
the case in other technologies and that IT innovation is less
directly dependent on scientific research than are many other
technologies. Hicks et al. (2001) also note that patenting (one
measure of innovative activity) is accelerating in IT. The IT
patents share of all U.S. patents increased from 9 percent in
1980 to 25 percent in 1999. IT patents per $1 million of com-
pany R&D expenditures nearly doubled between 1990 and
2000. Similar increases were not observed in other areas. Al-
though such statistics might simply indicate an increased pro-
pensity to patent in the IT sector, the extent to which IT patents
are cited by other patents has increased, which suggests that
the quality of IT patents has not deteriorated.

IT and Higher Education
IT pervades higher education. As the demand for IT workers

has grown, university priorities have shifted accordingly, and a
separate certification and training system for IT workers also
has emerged. IT is increasingly used in instruction, and distance
education continues to expand. IT may lead to further restruc-
turing of colleges and universities. This section highlights some
of the ways in which IT is affecting higher education.

IT Credentialing
Adelman (2000) analyzes the new system of credentialing

that has arisen in ICT industries during the past decade. Com-
panies and industry or professional associations have created
more than 300 discrete certifications since 1989. Approximately
1.6 million individuals had earned about 2.4 million IT certifi-
cates by early 2000, most since 1997. Students outside the
United States earned about half of the certificates. To earn a
certificate, a candidate must pass an exam administered by a
third party. A large industry has arisen to prepare candidates
for these exams. This industry includes organizations that pro-
vide courses, tutorials, practice exams, self-study books, and
CD-ROMs. Although some traditional four-year colleges and
community colleges prepare students for these certification
exams, much of the industry that supports IT certification is
outside higher education as traditionally defined.

IT in Instruction
The Campus Computing Project (2000) found that IT use

in college courses is increasing. There are indications that IT
use is leveling off; nevertheless, e-mail, the Internet, and
course Web pages are being used in more courses every year.
(See figure 8-25.)

In some cases, decisions about IT use are left to individual
professors. However, some universities (such as the Univer-
sity of California, Los Angeles) have required professors to
establish Web pages for each course and to put syllabuses on-
line. Support for the increased use of IT on college campuses
has not been universal. Many professors and administrators
enthusiastically embrace new technologies, and others prefer
to wait for other institutions to find out which new technolo-
gies are useful in improving the quality of education.

Much of the new IT being used in scholarly communica-
tion and research can be used in instruction as well. Students
can use on-line scholarly literature, participate in on-line sci-
entific experiments, and learn from computer modeling and
simulation. The future is likely to bring many additional IT
applications in instruction.

Kulik (forthcoming) reviewed 44 studies from the 1990s
on the effects of instructional technology in college courses.
The studies focused on five computer applications: computer
algebra systems, computer use (tutoring, simulations, and
animations) in science, and computer-assisted language learn-
ing. In each study, instructional outcomes for students taught
with and without computer help were compared. The instruc-
tional outcome measured most often in the studies was stu-
dent learning. Kulik found that over the years, instructional
technology has proven to be more and more effective in im-
proving learning in college courses. Studies in the 1990s show
a greater positive effect of instructional technology than stud-

Percentage of courses using IT resources

Figure 8-25.
Use of technology in college instruction   
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SOURCE: Campus Computing Project. Available at 
<http://www.campuscomputing.net>.
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ies in the 1980s and earlier decades. The growing effective-
ness of instructional technology coincides with the dramatic
improvements in computing and with improvements in in-
structional software.

Although computer technologies are helping to improve stu-
dent learning, they can also make it easier for students to cheat
and plagiarize. The Internet contains many collections of school
papers that students can download and use for their classes.

Distance Education
Distance education is not new. An estimated 100 million

Americans have engaged in distance study, mostly correspon-
dence courses, since 1890 (Distance Education and Training
Council 1999), and in the 1960s there was widespread opti-
mism about the use of television in education. IT is providing
significant new tools for distance education. Many schools
are either establishing distance education programs for the
first time or expanding existing programs.

In on-line distance courses, the instructor typically e-mails
“lectures” or posts them on a website, and students submit
assignments and have “discussions” via e-mail. Courses of-
ten supplement textbooks with Web-based readings. Partici-
pants also may meet in a chat room at a certain time for on-line
discussions. Courses also may have on-line bulletin boards
or Web conferences, in which participants ask and respond to
questions over time. In the not-too-distant future, as Internet
bandwidths increase, video lectures and videoconferencing
will become more common in on-line courses. Some courses
may use more elaborate systems (so-called MUD/MOOs11)
for group interaction, as well as groupware programs that in-
volve simultaneous viewing of graphics and use of a shared
writing space (e.g., white boards) (Kearsley 2000). Some
courses may also use computer simulations over the Internet.

Distance education offers several potential advantages: it
allows students to take courses that are not available locally;
it allows students to balance coursework with their career and
family life; and it can make education more available to people
who are employed, especially those who are older and in
midcareer or those who have family responsibilities. For uni-
versities, it offers a way to expand enrollment without in-
creasing the size of the physical plant.

Although distance education traditionally is regarded as
involving the delivery of courses to remote locations, the tech-
niques of distance education, especially on-line education,
can be incorporated in on-campus instruction as well. Uni-
versities are finding that significant numbers of on-campus
students sign up for distance education courses when they
are offered. At the University of Colorado in Denver, for ex-
ample, more than 500 of 609 students enrolled in distance
education courses were also enrolled in regular on-campus
courses (Guernsey 1998). On-line courses can be more con-
venient for on-campus students, giving them greater flexibil-
ity in scheduling their time. Professors can augment their
on-line courses with Web-based materials and guest lecturers
in remote sites.

Distance Education Trends. The National Center for
Education Statistics has conducted two surveys of distance
education in postsecondary education institutions: the first in
the fall of 1995 and the second in the 1997/98 academic year
(National Center for Education Statistics (NCES) 1999b). The
first survey covered only higher education institutions, but
the second survey covered all postsecondary educational in-
stitutions. These surveys document that distance education is
now a common feature of many higher education institutions,
and its popularity is growing. The majority of courses are at
the undergraduate level and are broadly distributed across
academic subjects.

The number of higher education institutions offering dis-
tance education is growing. In 1997/98, 44 percent of all two-
and four-year institutions offered distance education courses
compared with 33 percent in fall 1995. Distance education is
more widely used in public four-year institutions than in pri-
vate four-year institutions, but private institutions are also
increasing their use of it. In 1997/98, distance education was
offered by 79 percent of public institutions (compared with
62 percent in fall 1995) and 22 percent of private institutions
(compared with 12 percent in fall 1995).

Distance education course offerings and enrollments are
growing more rapidly than the number of institutions that offer
distance education. The number of courses offered in two-
and four-year higher education institutions doubled from
25,730 in fall 1995 to 52,270 in 1997/98. The increases were
fairly similar across all categories of institutions (two- and
four-year, public and private, and all enrollment-size catego-
ries). Course enrollments also increased sharply, more than
doubling from 753,640 in fall 1995 to 1,632,350 in 1997/98
(NCES 1999b).

The availability of degrees that can be completed exclu-
sively with distance education courses has remained essen-
tially constant. Of higher education institutions that offer
distance education, 23 percent offered degrees in fall 1995
and 22 percent did so in 1997/98 (NCES 1999b).

Technologies used for distance education have changed sig-
nificantly. In fall 1995, the most widely used technologies were
two-way interactive video (57 percent) and one-way prerecorded
video (52 percent). These were still widely used in 1997/98 (56
and 48 percent, respectively). Internet-based courses, however,
expanded greatly. Of all the institutions that offered distance
education courses in 1997/98, 60 percent offered asynchronous
(not requiring student participation at a set time) computer-
based instruction and 19 percent offered synchronous (real-
time) computer-based instruction (NCES 1999b).

Significance of On-line Distance Education. Despite sub-
stantial (and growing) experience with on-line distance educa-
tion, thorough assessments of its effectiveness have been
relatively few. Existing evidence suggests that, at least in some
circumstances, it can be very effective. The rapid growth and
reported success of some on-line distance education programs
indicate that they are providing acceptable learning experiences.
A review of the literature on on-line classes (Kearsley, Lynch,
and Wizer 1995) found that compared with traditional classes,
student satisfaction was higher, measured student achievement11MUD stands for multi-user domain or multi-user dungeon (reflecting its

origins in games), and MOO stands for MUD, object-oriented.
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was the same or better, and student-instructor discussions usu-
ally were more frequent. On the other hand, some  case studies
document that on-line distance education can be frustrating for
both students and instructors. The growth of on-line distance
education has far-reaching implications for higher education.
Although on-line education may expand the pool of people
who have access to education, it may also take students away
from traditional education. Some scholars express concern that
it will undermine the traditional college experience. Some ques-
tion whether it can match the quality of face-to-face instruc-
tion. Moreover, the kind of intellectual and social community
that characterizes the college experience may be much harder
to achieve through distance learning.

IT Issues for Universities
IT in general and distance education in particular raise new

issues for universities. Distance education brings universities
into competition with each other in a new way. Because dis-
tance education courses are available to anyone anywhere,
they allow universities to compete for students outside their
own geographic areas. Top-tier universities such as Stanford
and Duke are marketing Internet-based master’s degrees to
national audiences. New distance education–based universi-
ties such as Jones International University (<http://
www.jonesinternational.edu>), the first on-line-only univer-
sity to gain accreditation; the University of Phoenix on-line
(<<http://online.uophx.edu>>); and Western Governors Uni-
versity (<http://www.wgu.edu>) are marketing courses that
compete with the continuing education services of universi-
ties and colleges that in the past had been the only providers
of such services in their regions. Some distance education
providers see opportunities to market American university
degrees to large student populations abroad. The reverse is
also happening: the United Kingdom’s Open University, which
began providing distance education in the United Kingdom
in 1971 and has established a good reputation there, has started
an operation in the United States (Blumenstyk 1999a).  In
contrast to many institutions that are viewing Web-based
course materials as a new source of revenue, MIT announced
in 2001 that it would make nearly all of its course materials
available for free on the Web over the next ten years (Massa-
chusetts Institute of Technology, 2001).

In addition, distance education is creating new markets
for companies that sell print materials and software to assist
in on-line courses (Blumenstyk 1999b). Publishers such as
McGraw-Hill and software companies such as Microsoft and
Oracle have developed and are marketing on-line courses
(Morris 1999). These commercial on-line courses represent
another potential source of competition for universities, es-
pecially in preparing students for IT credentialing.

Distance education technologies also raise questions about
the role of professors. Some view these technologies as new
tools for professors. Others, however, foresee “mass produc-
tion” education in which packaged multimedia courses will
reduce the importance of professors (Noble 1998). The ex-
panding and potentially lucrative new market for on-line

course materials raises the issue of whether professors or the
university should own the intellectual property embodied in
on-line courses. The American Association of University Pro-
fessors has taken the position that professors rather than in-
stitutions should retain primary property rights for on-line
course materials (Schneider 1999) and has questioned the
accreditation of Jones International University (Olson 1999).

Brown and Duguid (2000) note that colleges and universi-
ties provide three essential functions to learners: access to an
authentic community of learning, resources to help learners
work within these communities, and widely accepted repre-
sentations of learning and work (such as degrees and tran-
scripts). Brown and Duguid also note that many proposals
for new “virtual universities” fail to provide one or more of
these functions. Conventional universities serve all of these
functions by combining five elements: students, faculty, re-
search, facilities, and an institution able to provide an accepted
degree. Brown and Duguid suggest that these elements will
remain but that new technologies will allow the elements to
be in a looser configuration, not necessarily combined in a
single collocated organization.

The IT Workforce
During the 1996–2000 period, the rapid expansion of IT

development and application during a period of full employ-
ment in the overall economy led to concerns about the avail-
ability of IT workers. In 2001, however, the cooling of the
economy (especially in the IT sector) has, at least temporarily,
ameliorated these concerns.

The Bureau of Labor Statistics has projected the future
demand for IT workers (U.S. DOC 1997, 1999b, 2000c) for
six core occupational classifications: computer engineers,
systems analysts, computer programmers, database adminis-
trators, computer specialists, and all other computer scien-
tists. These projections indicate that between 1998 and 2008,
the United States will require more than 2 million new work-
ers in these six occupations.

One indicator of the supply of IT workers is the number of
computer science degrees awarded. After increasing sharply
in the early 1980s, that number declined sharply after 1986
and has only begun to increase again since 1996. (See chap-
ter 2, “Higher Education in Science and Engineering.”)

The IT industry asserted that a serious shortage of IT work-
ers exists, and many companies in various industries indi-
cated that they needed more IT-trained workers to meet the
growing demand. However, the existence of a shortage of IT
workers was the subject of debate. Some employee groups
believed there were enough trained technical professionals
but that industry had not tapped existing labor pools (espe-
cially older engineers). The debate has been especially polar-
ized over the issue of whether to allow more foreign workers
with technical training to enter the country on temporary
H-1B visas.

Several studies have examined the IT workforce issue
(CSTB 2001; Freeman and Aspray 1999; Johnson and Bobo
1998; Lerman 1998; U.S. DOC 1999b). (See also chapter 3,
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“Science and Engineering Workforce.”) These studies gener-
ally reached the following conclusions:

� During 1996–2000, the IT labor market was somewhat
tighter than the overall labor market. Existing data, how-
ever, cannot prove or disprove that such a shortage ex-
isted. Federal data are limited by untimely reporting, out-
of-date occupational descriptions, and incompatibilities in
supply-and-demand data collected by different agencies.

� The IT labor market is not homogeneous. Supply-and-
demand characteristics vary by region, industry segment,
and specific skill. Because IT product cycle times are very
fast, the industry pays a premium for people who already
have specific current skills and do not require training to
be effective. Competition is especially intense for people
with specific “hot” skills in specific markets.

� People enter IT careers in a variety of ways. IT workers
include people who majored in IT-related disciplines at
the associate, bachelor’s, master’s, and doctoral degree lev-
els; people from other science, engineering, and business
fields; and people from nontechnical disciplines who have
taken some courses in IT subjects. Many IT workers enter
the field through continuing education programs and for-
profit schools. Workers are taking advantage of new modes
of instruction delivery such as distance learning.

Labor markets tend to be cyclical. In response to the tight
conditions in the IT labor market during 1996–2000, wage
increases attracted more people to the field, and many initia-
tives around the country were set up to help expand the IT
workforce. Slower growth and even layoffs in the IT industry
have also reduced demand for IT workers.

Conclusion
IT continues to develop rapidly as the key underlying tech-

nologies of semiconductors, disk drives, and network commu-
nications improve at exponential rates. Constant improvements
in the underlying technologies make possible new IT applica-
tions that affect all areas of society, including the economy,
households, government, and the R&D enterprise.

Throughout society, the utility of IT applications tends to
advance much more slowly than the underlying technologies.
A doubling of processing speeds, for example, does not bring
a doubling of utility. The effective implementation and use of
IT are the result of a complex process that requires not only
adoption of a technology but also changes in organizations
and institutions. As part of this process, individuals and orga-
nizations actively adapt (and sometimes resist) the technolo-
gies. As a result, the effects of IT on society often take place
more slowly than visionaries predict. Nevertheless, the ef-
fects—driven by the continual change in underlying technolo-
gies—are substantial over time.
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